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## INTRODUCTION

Warren Sanderson and Sergei Scherbov*

In the spring of 2017, a Google search of the phrase " 60 is the new 50 " yielded around 17,700 hits in English. When written as "sixty is the new fifty," there were around 9,880 hits; albeit with certainly many overlaps. People understand what " 60 is the new 50 " means, and some of them are even walking around wearing t shirts and hoodies that reflect that idea. So far, however, an updated understanding of what it means to be "old" has yet to reach most scholars of population aging or public officials charged with making policies related to aging. If there were an aphorism that sums up the dominant academic and policy view of population aging, it would be something like: "The new 60 is the old $60 . "$

It almost seems as though the ways in which population aging is conceptualized and measured have been frozen in time. In a UN analysis of population aging in the Vienna International Plan on Aging, 1982, people in all countries of the world were categorized as "old" upon reaching their $60^{\text {th }}$ birthday. In a subsequent analysis of aging in World Population Ageing 2015, the point in the life course at which people were classified as "old" had not changed. Thus, implicitly, none of the changes in life expectancy and health that occurred between 1982 and 2015 were considered relevant to the study of population aging. The total dependency ratio - i.e., the ratio of people in the "dependent" age groups to people not in the "dependent" age groups, as defined by fixed chronological age boundaries - first appeared in 1913. While the new 60 may have been the old 60 in 1913, it certainly is not now.

There are some advantages to the approach to population aging based on the assumption that "the new 60 is the old 60 ." For example, it solves what could be called "the Segall problem." Segall is supposed to have said the following: "A man with a watch knows what time it is. A man with two watches is never sure." Thus, "the new 60 is the old 60 " assumption is the equivalent of having only one watch. In the study of population aging, 60-year-olds are uniformly treated

[^0]as identical, regardless of whether they lived in Swaziland in 1950 or in Sweden in 2020. But considering the possibility that 60 may indeed be the new 50 leads us to think about the question of whether aging has to do with more than just chronological age. We are invited to wonder whether the watch that counts down to the end of our lives runs faster in some circumstances than in others.

It is important to have measures of age that depend on people's characteristics, such as their remaining life expectancy and their physical and cognitive health, because many behaviors are influenced by these characteristics. Moreover, changes in the behavioral patterns of age groups can have important economic and social implications. For example, older people are far more likely to engage in certain activities today than they were in the past, such as taking university classes, buying a house, or climbing a mountain.

In the last decade or so, new approaches to thinking about and measuring population aging have been developed. These approaches share the view that aging should be defined more by how people are living than by how long they have been alive. At each age, there are many aspects of people's lives that are relevant to the study of population aging, including how long they expect to live, how healthy they are, what activity limitations they have, how well they function physically and cognitively, and whether they receive a state-funded pension. These dimensions of people's lives differ across generations, across countries, and across subgroups of the population. The new 60 is not the old 60 when aging is viewed from a more holistic perspective. In recognition of this insight, the Wittgenstein Centre for Demography and Global Human Capital (IIASA, VID, and WU) brought experts on aging together in November 2014 to discuss new ways of thinking about and measuring population aging. This volume is the result of that conference.

In our introductory essay, "A Unifying Framework for the Study of Population Aging," we provide a conceptual guide to the remaining papers in the volume, and show that the Segall problem need not arise in the multidimensional study of population aging. Three papers in this volume measure population aging using prospective age in addition to chronological age. Prospective age is based on remaining life expectancy. Emelyanova and Rautio examine aging in the Arctic region; while Gnajotovic and Devedzic analyze aging in Serbia; and Basten-Gietel, Sanderson, and Scherbov explore aging in emerging market economies. Two papers address the role of health in aging. Boissonnaeult and de Beer show that in 14 European countries, changes in measures of health and labor force participation among the elderly are only weakly related. Demuru and Egidi study aging in Italy by adjusting prospective ages for measures of health. Barslund et al. show how prospective ages can be used to make dependency ratios based on National Transfer Accounts data more dynamic. Novak and Palloni show that subjective survival expectations based on survey data are largely consistent with observed life expectancies. Riffe et al. add thanatological age to the mix. Thanatological age is defined as the exact number of years a person has left to live. Riffe et al. study the joint effects of prospective and thanatological age on markers of aging and
disability. Rehkopf et al. investigate the relationship between biomarkers and age in two populations of people aged 60+.

The papers in this volume exemplify the ongoing transformation of the study of population aging from having been a research area that was largely static, to becoming a field of inquiry that is exciting and dynamic.
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## REFEREED ARTICLES

# A unifying framework for the study of population aging 

Warren Sanderson and Sergei Scherbov*


#### Abstract

Aging is a complex, multifaceted phenomenon. In this paper, we provide an integrative approach that allows for the study of numerous dimensions of aging within a unified framework. The framework is based on the translation of quantitative measures of people's characteristics into a new form of age measure, called "alpha-age." Two individuals who have the same alpha-age have the same level of the characteristic under consideration. Alpha-ages are easy to understand and analyze because they are measured in years, just like chronological age. Indeed, chronological age is just an alpha-age for which the characteristic is the number of years the person has lived. An advantage of using the alpha-age measure is that it allows for the translation of different characteristics into years of age. Expressing multiple characteristics that are otherwise difficult to compare using a common metric makes it possible to conduct comparative analyses that previously were not feasible. We demonstrate the integrative power of alpha-ages through a set of examples in which we present alpha-ages based on remaining life expectancy, fiveyear survival rates (a rough objective indicator of health), self-reported health, and hand grip strength. We also show how alpha-ages can be used to compute old-age thresholds that vary over time and place, and how alpha-ages can be used to compute intergenerationally equitable normal pension ages. By allowing for the consistent quantitative measurement of multiple aspects of aging, the integrative approach presented here provides us with new insights into the process of population aging.


[^1]
## 1 Introduction

A new approach to the study of population aging is needed. The current literature has two main branches. The first branch is based on the conventional aging measures produced by the United Nations that distinguish people solely on the basis of their chronological age (United Nations 2013a). A frequently used measure of population aging is the proportion of the population who are classified as "old." Various UN measures categorize people as old when they reach their $60^{\text {th }}$ or their $65^{\text {th }}$ birthday. But shouldn't a 65-year-old with a remaining life expectancy of five years be distinguished from a 65 -year-old with a remaining life expectancy of 25 years in the study of population aging?

The second branch is a set of disconnected studies of the differing characteristics of people. For example, cognitive functioning is studied using one set of measures (Weber et al. 2014; Skirbekk, Loichinger and Weber 2012; Schneeweis, Skirbekk and Winter-Ebmer 2014; Stoet and Geary 2013; Flynn 1987), and physical functioning is studied using another set of measures (Leong et al. 2015; Sanderson and Scherbov 2014; Al Snih et al. 2004; Habibi et al. 2013; Innes 1999). It might be possible to determine that both cognitive and physical functioning improved over time in a particular country, but even in that case there would be no natural way to compare these changes.

Neither of these two branches of the literature is fully satisfactory because aging is a complex, multifaceted phenomenon in which the changes in the characteristics of people are interrelated. The conventional approach relies on aggregate measures that ignore the differences in the characteristics of people over both time and place, and thus yields results that are incomplete and biased. While studies of particular characteristics are of interest in their own contexts, they cannot be readily analyzed together.

In 2013, we provided the formal structure for a new approach to the study of population aging that united the two branches (Sanderson and Scherbov 2013). We called our methodology "the characteristics approach" to the study of population aging; and although we first gave the methodology this name in 2013, we had used it informally in our previous studies as well (Sanderson and Scherbov 2005, 2007; Lutz, Sanderson and Scherbov 2008; Sanderson and Scherbov 2008a, 2008b, 2010). The characteristics approach is based on the translation of quantitative measures of people's characteristics into a new form of age measure that we call "alpha-age." In this paper, we provide a series of examples based on our previous research that show in detail the ability of the characteristics approach to provide a unifying framework within which new aggregate measures of population aging can be produced, and specific aspects of this topic can be studied. By allowing for the consistent quantitative measurement of multiple aspects of aging, the characteristics approach can generate new insights that are relevant for both scientific study and policy formulation.

The paper is organized as follows. In Section 2, we show how alpha-ages are constructed, without referring to any particular characteristic. In the following four
sections, we provide detailed examples of the usefulness of alpha-ages. In Section 3, we discuss alpha-ages using remaining life expectancy as the characteristic of interest. We also present a new tool for visualizing patterns of alpha-age changes. In Section 4, we discuss the use of alpha-ages for the study of disabilities and health. In Section 5, we discuss how alpha-ages can be used in conjunction with biomarkers and other survey-based measures. In Section 6, we describe how alpha-ages can be used to determine intergenerationally equitable normal pension ages. In Section 7, we discuss the relationships between alpha-ages and other age measures, such as thanatological ages and anticipatory ages. In Section 8, we outline some technical considerations. In Section 9, we offer some concluding thoughts.

## 2 The unifying framework

Our framework (Sanderson and Scherbov 2013) takes into account that the agespecific characteristics of people that are relevant for the study of population aging change over time, differ from place to place, and vary across population subgroups. Among the many age-specific characteristics that could be considered are remaining life expectancy, the probability of dying in the next few years, the proportion of the adult lifetime spent after a specific age, healthy life expectancy, the proportion of people with severe activity limitations, measures of cognitive functioning, measures based on biomarkers, and subjective life expectancy. The chief advantage of our framework is that it allows for the analysis of all of these characteristics within a single unified structure.

While chronological age is one characteristic of an individual, on its own it is insufficient to represent the multifaceted phenomenon of aging. For example, a group of 65 -year-olds with a college education may be much healthier, have fewer disabilities, and have a longer remaining life expectancy than a group of 65-yearolds with less than an upper secondary education. The chronological ages of these two groups are the same, but their characteristics are likely to be quite different. To gain a deeper understanding of aging, it is crucial that we move beyond the use of measures that are based solely on chronological age by developing tools that take into account the characteristics of individuals. The approach we have developed involves translating characteristics into alpha-ages.

The basic building blocks of the unifying framework are a set of schedules of the age-specific characteristics of people indexed by $r, C_{r}(a)$. The schedule $r$ can refer to different years, different places, different genders, or different subgroups of the population; or to any other feature that distinguishes groups of people.

$$
k_{r}(a)=C_{r}(a),
$$

where $k_{r}(a)$ is the level of the characteristic of individuals at chronological age $a$ in characteristic schedule $r$.

If $C_{r}(a)$ is continuous and monotonic in age over the relevant range, holding $r$ fixed, it can be inverted to obtain an age associated with a characteristic level.

We denote this inverse, which maps characteristics onto chronological ages, by $C_{r}^{-1}(k)$. Clearly,

$$
a=C_{r}^{-1}\left(k_{r}(a)\right) .
$$

The computation of alpha-ages generally requires two characteristic schedules, which are denoted by $r$ and $s$. We often treat the characteristic schedule $s$ as a fixed standard, and hold it constant as $r$ varies. The alpha-age corresponding to chronological age $a$ is the chronological age in schedule $s$ at which the level of the characteristic is the same as it is at chronological age $a$ in schedule $r$. Formally,

$$
\alpha=C_{s}^{-1}\left(C_{r}(a)\right) .
$$

Using Table 1, we provide a step-by-step example of how an alpha-age is calculated.
The steps proceed moving from left to right in Table 1. First, a chronological age of interest is chosen. In the left-most column, this age is 65 . Moving to the next cell to the right, we can see that the characteristic level of 65 -year-olds in schedule $r$ is 100 . The third step is to move to schedule $s$ and find where the characteristic level is 100 . The alpha-age is then shown in the fourth step as the age in schedule $s$ at which the level of the characteristic is 100 . In this example, then, the alpha-age of the 65 -year-old person in schedule $r$ would be 55 , using schedule $s$ as a standard.

If schedule $r$ were applied to a particular group in 2000 and schedule $s$ were applied to the same group in 1950, and the characteristic was a measure of physical strength, Table 1 would tell us that 65 -year-olds in 2000 were as strong as 55 -yearolds had been in 1950. In informal language, for physical strength, 65 would be the new 55 .

Special cases of alpha-ages arise depending on which characteristic is used and which combination of $a, r$, and $s$ is held fixed, while other combinations are allowed to vary. In the following sections, we demonstrate the unifying power of this approach through examples.

## 3 Prospective ages and measures

We call alpha-ages that use remaining life expectancy as a characteristic "prospective ages;" and we call measures of population aging based on prospective ages "prospective measures" of aging. Here, the characteristic schedules are simply based on the $e_{x}$ columns of the life tables.

### 3.1 Example 1: Prospective old-age thresholds for whole populations

In Greek mythology, the Sphinx who was guarding the city of Thebes was said to have asked passers-by the following question: "What creature is four-footed in the morning, two-footed in the afternoon, and three-footed in the evening?" Travelers

Table 1:
Hypothetical example of an alpha-age computation

| From characteristic schedule $\boldsymbol{r}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{a}$ | Characteristic level, $\boldsymbol{k}$ |  | From characteristic schedule $\boldsymbol{s}$ |  |  |
| $\ldots$ | $\ldots$ |  | Characteristic level, $\boldsymbol{k}$ | $\boldsymbol{\alpha}$ |  |
| 65 | 100 |  | $\ldots$ | 55 |  |
| $\ldots$ | $\ldots$ |  | $\ldots$ | $\ldots$ |  |

who failed to give the correct answer were immediately killed. Oedipus is said to have given the correct answer: namely, man, because babies crawl on all fours, adults walk on two feet, and elderly people use canes. The Sphinx's division of the human lifecycle into three phases appears to be so obvious that it may seem that there is little need to discuss it. Indeed, the conventional dependency ratio divides people into the same three categories as those used by the Sphinx. Yet if we probe this issue more deeply, the boundaries between the phases become murky. People do become old, but at what point in life does this happen? The UN measures of population aging set the old-age threshold at 60 or 65 , but such arbitrary cut-off points are certainly problematic.

Forty years ago, Ryder questioned the practice of setting the old-age threshold based on chronological age. He wrote:

We measure age in terms of the number of years elapsed since birth. This seems to be a useful and meaningful index of the stages of development from birth to maturity. Beyond maturity, however, such an index becomes progressively less useful as a clue to other important characteristics. To the extent that our concern with age is what it signifies about the degree of deterioration and dependence, it would seem sensible to consider the measurement of age not in terms of years elapsed since birth but rather in terms of the number of years remaining until death. (Ryder 1975)

In previous papers (Sanderson and Scherbov 2007, 2008b, 2010; Lutz, Sanderson and Scherbov 2008), we have followed Ryder's suggestion and have chosen to use an old-age threshold based on remaining years of life. In computing the proportions of populations who are old, the UN uses age 60 as its old-age threshold. In computing the old-age dependency ratio, it classifies people as old-age dependents after they have reached their $65^{\text {th }}$ birthday. Instead of using fixed chronological ages, we use alpha-ages based on a fixed remaining life expectancy. In this approach, people are categorized as being old based on the number of years they are expected to live, not on the number of years they have already lived. An old-age threshold based on remaining life expectancy is much more informative than an old-age

Example 1:<br>Prospective old-age thresholds - Table 2<br>$\alpha=C_{s}^{-1}\left(C_{r}(a), \alpha=C_{s}^{-1}(15)\right)$

| Characteristic $(\boldsymbol{C}())$ | Remaining life expectancy |
| :--- | :--- |
| Constant | $\boldsymbol{a}$ and $\boldsymbol{r}$ |
| Parameters | $C_{r}(a)=15$ years |
| Variable | $\boldsymbol{s}$ |
| Parameters | $s$ is a set of life tables for Brazil, China, Germany, India, |
|  | Japan, Mexico, Nigeria, the Russian Federation, and the |
|  | United States for the years 1960, 1980, 2000, 2010, <br>  <br>  2025, and 2050 (both sexes combined) |

threshold that does not vary. Life expectancy changes over time, differs across countries, and varies across subgroups within countries. Old-age thresholds that take this variation into account are more informative. While it is useful to recognize the phases of the lifecycle by applying an age threshold that separates those who are old from those who are not, it is not realistic to assume that this threshold never changes over time, is the same for all countries of the world, and is the same for all population subgroups.

In Example 1, we show how alpha-ages can be used to compute prospective oldage thresholds. In this case, $a$ and $r$ are chosen so that $C_{r}(a)=15$ years. Fifteen years was roughly the remaining life expectancy at age 65 in many low-mortality countries around 1970. In the example, $s$ is a set of life tables for Brazil, China, Germany, India, Japan, Mexico, Nigeria, the Russian Federation, and the United States for the years 1960, 1980, 2000, 2010, 2025, and 2050. These countries were chosen on the basis of population size and geographical representativeness.

The old-age thresholds in Table 2 all correspond to the same level of the characteristic, in this case, 15 years of remaining life expectancy. Therefore, the alpha-ages in Table 2 are all constant characteristic ages. In 1960, the old-age threshold in the USA was relatively high, at 64.2 ; while the old-age threshold in the Russian Federation was close behind, at 63.6; and the old-age threshold in Japan was 62.0. By 2000, the situation had changed. Japan had leapt ahead to achieve a threshold age of 71.1. The mortality crisis in the Russian Federation is evident in the table: the country's old-age threshold fell to 62.4. In other words, in 2000, a 62-year-old in the Russian Federation had the same expected remaining years of life as a 71.1-year-old in Japan. The table shows that the old-age threshold increased rapidly in China as well, from 53.9 in 1960 to 64.5 in 2000.

If we were to accept the conventional view that the old-age threshold should be fixed at age 60 or at age 65 , we would have to ignore the substantial changes in life expectancies over time and the differences from place to place. There is no reason to

Table 2:
Old-age thresholds

|  | $\mathbf{1 9 6 0}$ | $\mathbf{1 9 8 0}$ | $\mathbf{2 0 0 0}$ | $\mathbf{2 0 1 0}$ | $\mathbf{2 0 2 5}$ | $\mathbf{2 0 5 0}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Brazil | 62.3 | 63.8 | 67.6 | 69.1 | 71.1 | 73.6 |
| China | 53.9 | 63.1 | 64.5 | 65.7 | 66.5 | 68.4 |
| Germany | 62.9 | 64.4 | 68.3 | 70.0 | 71.5 | 73.8 |
| India | 55.9 | 59.8 | 61.4 | 62.7 | 63.7 | 65.5 |
| Japan | 62.0 | 66.5 | 71.1 | 72.8 | 74.5 | 76.9 |
| Mexico | 63.5 | 66.2 | 68.4 | 69.6 | 71.4 | 73.8 |
| Nigeria | 54.7 | 57.3 | 57.1 | 57.7 | 59.2 | 61.3 |
| Russian Fed. | 63.6 | 64.0 | 62.4 | 63.8 | 64.6 | 66.1 |
| USA | 64.2 | 66.9 | 68.7 | 70.3 | 71.4 | 73.3 |

Source: Scherbov and Sanderson (2014), Table Re-Ageing 1.
Note: The underlying data are from United Nations (2013b).
Old-age thresholds are alpha-ages where the characteristic, remaining life expectancy, is equal to 15 years.
accept fixed old-age thresholds since alpha-age thresholds have now been computed for all UN countries (Scherbov and Sanderson 2014).

The proportions of populations who are old are shown in Table 3 for the same nine countries and the same six years using the prospective old-age thresholds in Table 2, and the fixed age of 65 upon which many conventional measures are based. The proportion old is one of the most frequently used measures of population aging, and in Table 3, it is clear that those proportions differ considerably depending on whether the old-age threshold is adjusted for life expectancy differences using alpha-ages. For example, the conventional proportion old in China is projected to increase from 0.040 in 1960 to 0.239 in 2050. The prospective proportion old is also forecasted to increase, but much more slowly, from 0.109 in 1960 to 0.192 in 2050. Substantial differences in the growth in the proportion old can be seen in all of the countries listed in Table 3, except for the Russian Federation, where the changes in life expectancy have been relatively minor. The projected proportions old for all UN countries can be found in Scherbov and Sanderson (2014). Measures of population aging using prospective old-age thresholds can also be found in Emelyanova and Rautio (2017), Stojilkovic Gnjatovic (2017), and Basten-Gietel et al. (2017).

### 3.2 Example 2: Prospective median ages

A commonly used measure of population aging is the change in the median age. The prospective median age is the age in the standard life table, $s$, where individuals have the same remaining life expectancy as the individuals at the median age in the population associated with index $r$.

Table 3:
Prospective and conventional proportions old

| A. Prospective proportions old |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{1 9 6 0}$ | $\mathbf{1 9 8 0}$ | $\mathbf{2 0 0 0}$ | $\mathbf{2 0 1 0}$ | $\mathbf{2 0 2 5}$ | $\mathbf{2 0 5 0}$ |
| Brazil | 0.044 | 0.047 | 0.044 | 0.049 | 0.066 | 0.123 |
| China | 0.109 | 0.060 | 0.072 | 0.079 | 0.119 | 0.192 |
| Germany | 0.137 | 0.160 | 0.129 | 0.150 | 0.163 | 0.215 |
| India | 0.075 | 0.060 | 0.061 | 0.062 | 0.081 | 0.122 |
| Japan | 0.075 | 0.080 | 0.105 | 0.133 | 0.182 | 0.203 |
| Mexico | 0.039 | 0.035 | 0.037 | 0.040 | 0.055 | 0.114 |
| Nigeria | 0.077 | 0.060 | 0.060 | 0.055 | 0.049 | 0.054 |
| Russian Fed. | 0.069 | 0.109 | 0.156 | 0.141 | 0.172 | 0.188 |
| USA | 0.098 | 0.097 | 0.098 | 0.089 | 0.113 | 0.134 |
| B. Conventional proportions old |  |  |  |  |  |  |
|  | $\mathbf{1 9 6 0}$ | $\mathbf{1 9 8 0}$ | $\mathbf{2 0 0 0}$ | $\mathbf{2 0 1 0}$ | $\mathbf{2 0 2 5}$ | $\mathbf{2 0 5 0}$ |
| Brazil | 0.033 | 0.042 | 0.055 | 0.069 | 0.114 | 0.225 |
| China | 0.040 | 0.051 | 0.069 | 0.084 | 0.135 | 0.239 |
| Germany | 0.114 | 0.156 | 0.163 | 0.208 | 0.251 | 0.327 |
| India | 0.031 | 0.036 | 0.044 | 0.051 | 0.072 | 0.127 |
| Japan | 0.057 | 0.090 | 0.172 | 0.230 | 0.296 | 0.366 |
| Mexico | 0.034 | 0.038 | 0.049 | 0.060 | 0.096 | 0.202 |
| Nigeria | 0.028 | 0.028 | 0.028 | 0.027 | 0.028 | 0.038 |
| Russian Fed. | 0.061 | 0.102 | 0.124 | 0.131 | 0.167 | 0.205 |
| USA | 0.091 | 0.113 | 0.124 | 0.131 | 0.186 | 0.214 |

Source: Scherbov and Sanderson (2014), Table Re-Ageing 1.
Note: The underlying data are from United Nations (2013b). Prospective proportions old are proportions of the population who are at or above the prospective old-age threshold in Table 2. Conventional old-age thresholds are at age 65 and conventional proportions old are from United Nations (2013b).

Conventional and prospective median ages for selected countries are shown in Table 4. The most striking feature of that table is that it shows that conventional and prospective median ages can move in opposite directions (Sanderson and Scherbov 2005). For example, the conventional median age of the Mexican population in 1960 was 17.0 years ( $a_{\text {median_r }}=17.0$, and $r=1960$ ). The corresponding prospective median age using the Mexican life table of 2010 as a standard $(s=2010)$ was 28.1. This means that the remaining life expectancy of a 17.0 -year-old Mexican in 1960 was the same as that of a 28.1-year-old Mexican in 2010. By 2010, the conventional median age of Mexicans rose to 25.9. Since $r$ and $s$ are the same in 2010, the prospective median age and the conventional median age are the same in that year. Therefore, while the conventional median age rose from 17.0 to 25.9 over the period 1960 to 2010 , the prospective median age fell from 28.1 to 25.9 .

## Example 2:

Prospective median age - Table 4
$\alpha_{\text {median }}=C_{s}^{-1}\left(C_{r}\left(a_{\text {median } r}\right)\right)$

| Characteristic $(\boldsymbol{C}())$ | Remaining life expectancy |
| :--- | :--- |
| Constant | $\boldsymbol{s}$ |
| Parameters | $s$ is the life table for the specified country for 2010. |
| Variable | $\boldsymbol{a}$ and $\boldsymbol{r}$ |
| Parameters | median_r |
|  | with index median age in the population associated |
|  | $r$ is a set of life tables (for both sexes) for |
|  | Brazil, China, Germany, India, Japan, Mexico, the |
|  | Russian Federation, and the USA for the years 1960, |
|  | $1980,2000,2010,2025$, and 2050. |

Table 4:
Median age (MA) and prospective median age (PMA)

|  | Brazil |  | China |  | Germany |  | India |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MA | PMA | MA | PMA | MA | PMA | MA | PMA |
| 1960 | 18.5 | 28.1 | 21.3 | 38.2 | 34.8 | 42.1 | 20.3 | 34.0 |
| 1980 | 20.3 | 26.1 | 22.0 | 26.3 | 36.8 | 42.6 | 20.2 | 24.5 |
| 2000 | 25.3 | 27.3 | 29.6 | 31.4 | 39.9 | 41.9 | 23.0 | 24.7 |
| 2010 | 29.0 | 29.0 | 34.6 | 34.6 | 44.3 | 44.3 | 25.5 | 25.5 |
| 2025 | 35.3 | 32.5 | 39.6 | 38.4 | 48.4 | 46.4 | 29.9 | 28.2 |
| 2050 | 44.5 | 37.9 | 46.2 | 42.8 | 51.5 | 46.6 | 36.7 | 32.8 |
|  | Japan |  | Mexico |  | Russian Fed. |  | United Sates |  |
|  | MA | PMA | MA | PMA | MA | PMA | MA | PMA |
| 1960 | 25.5 | 37.5 | 17.0 | 28.1 | 27.1 | 23.9 | 29.6 | 36.4 |
| 1980 | 32.6 | 38.8 | 17.3 | 24.2 | 31.1 | 29.3 | 30.1 | 34.1 |
| 2000 | 41.4 | 43.2 | 23.0 | 24.6 | 36.6 | 38.0 | 35.3 | 36.9 |
| 2010 | 44.9 | 44.9 | 25.9 | 25.9 | 37.9 | 37.9 | 37.1 | 37.1 |
| 2025 | 50.2 | 48.2 | 31.5 | 29.0 | 40.8 | 39.3 | 38.8 | 37.0 |
| 2050 | 53.4 | 48.5 | 41.9 | 36.2 | 41.6 | 37.6 | 40.6 | 36.2 |

Source: Scherbov and Sanderson (2014), Table Re-Ageing 2.
Note: The underlying data are from United Nations (2013b).
PMA, or prospective median ages, are the ages in their country in 2000 at which people have the same remaining life expectancy as they have at the median age in the indicated year.

Even though the Mexicans of median age were older in 2010, those older people had longer remaining life expectancies than their 17.0-year-old counterparts in 1960. The duration from birth to median age rose over that half century, as did the expected duration from the median age to death.

### 3.3 Example 3: Prospective ages of 50 -year-olds by educational subgroups

Prospective ages can be used to investigate differences in aging trends across population subgroups. We examine these trends using prospective ages here and in the following two examples, where we study patterns of aging across educational subgroups for EU countries (Sanderson and Scherbov 2016). In Example 3, we present the prospective age of 50 -year-olds by sex and educational attainment.

Eurostat has created a dataset on remaining life expectancies for 16 European countries for various years from 2007 to 2010 by sex using consistently defined educational attainment categories (Eurostat 2013). The low education category in the dataset includes people with pre-primary, primary, and lower secondary education (ISCED levels 0,1 , and 2). The medium education category includes individuals with upper secondary and post-secondary non-tertiary education (ISCED levels 3 and 4). The high education category includes individuals with tertiary education (ISCED levels 5 and 6). As patterns of aging may differ across geographic regions, the countries are divided into Western European countries (Denmark, Finland, Italy, Malta, Norway, Portugal, and Sweden) and Eastern European countries (Bulgaria, Croatia, the Czech Republic, Estonia, Hungary, Macedonia, Poland, Romania, and Slovenia).

## Example 3:

Prospective ages of 50-year-olds by education - Table 5
$\alpha=C_{s}^{-1}\left(C_{r}(a)\right)$

| Characteristic $(\boldsymbol{C ( ~ ) )}$ | Remaining life expectancy |
| :--- | :--- |
| Constant | $\boldsymbol{a}$ and $\boldsymbol{s}$ |
| Parameters | $a=50$ years old, <br> $s$ are sex-specific life tables for Italians with at least <br> some tertiary education |
| Variable | $\boldsymbol{r}$ |
| Parameters | $r$ is a set of life tables for 16 European countries by sex <br> and level of education (latest available year) |

In this analysis, chronological age, $a$, is held constant at age 50 , and $s$ refers to the sex-specific life table for Italians with at least some tertiary education. In

Table 5:
Prospective ages of 50-year-olds by education and gender (Italians with tertiary education are used as the standard)

|  | Males |  |  |  |  | Females |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | Low Ed. | Med. Ed. | High Ed. | Low Ed. | Med. Ed. | High Ed. |  |  |
| Eastern Europe |  |  |  |  |  |  |  |  |
| Bulgaria | 65.43 | 57.95 | 55.70 |  | 60.66 | 56.51 | 55.33 |  |
| Croatia | 60.08 | 58.22 | 53.98 |  | 56.32 | 56.90 | 53.86 |  |
| Czech Republic | 66.64 | 56.92 | 52.59 |  | 56.15 | 55.33 | 52.76 |  |
| Estonia | 66.11 | 59.10 | 55.60 |  | 58.44 | 55.80 | 52.53 |  |
| FYR Macedonia | 60.84 | 58.12 | 54.67 |  | 59.32 | 57.83 | 55.85 |  |
| Hungary | 66.74 | 58.05 | 55.77 |  | 59.36 | 55.73 | 55.39 |  |
| Poland | 61.95 | 58.49 | 53.97 |  | 56.27 | 55.16 | 53.25 |  |
| Romania | 63.97 | 58.52 | 57.09 |  | 58.76 | 56.57 | 55.97 |  |
| Slovenia | 60.45 | 54.52 | 51.90 |  | 54.64 | 52.22 | 51.32 |  |
| Average | 63.58 | 57.77 | 54.58 |  | 57.77 | 55.78 | 54.03 |  |
| std. dev. | 2.78 | 1.35 | 1.65 |  | 1.98 | 1.58 | 1.68 |  |
|  |  |  |  |  |  |  |  |  |
| Western Europe |  |  |  |  |  |  |  |  |
| Denmark | 56.82 | 54.78 | 52.77 |  | 56.27 | 54.30 | 53.33 |  |
| Finland | 56.02 | 54.75 | 52.20 |  | 53.56 | 52.40 | 51.56 |  |
| Italy | 53.99 | 50.15 | 50.00 |  | 52.19 | 50.16 | 50.00 |  |
| Malta | 54.48 | 54.00 | 52.22 |  | 53.94 | 53.85 | 52.23 |  |
| Norway | 55.48 | 52.85 | 50.95 |  | 54.25 | 52.49 | 51.61 |  |
| Portugal | 55.04 | 53.84 | 52.98 |  | 53.25 | 52.72 | 52.56 |  |
| Sweden | 53.74 | 52.56 | 51.08 |  | 53.82 | 52.69 | 51.61 |  |
| Average | 55.08 | 53.28 | 51.74 |  | 53.90 | 52.66 | 51.84 |  |
| std. dev. | 1.11 | 1.62 | 1.09 |  | 1.24 | 1.32 | 1.04 |  |

Source: Sanderson and Scherbov (2016), Table 2.
the Eurostat dataset, these Italians generally had the highest life expectancies. The parameter that varies is $r$. This parameter can stand for any of the 96 possible life tables ( 16 countries, by two genders and by three educational categories). The alphaages that are calculated in this way are the ages of Italians with at least some tertiary education who have the same remaining life expectancy as 50 -year-olds in one of the 96 possible life tables, $r$. Since Italians with at least some tertiary education had the highest remaining life expectancies, all of the remaining life expectancies at age 50 will be lower than those for the more educated 50 -year-olds Italians, and the calculated alpha-ages will all be above 50 .

In Table 5, the average alpha-ages of 50-year-old men and women with higher levels of education in the Western European countries were 51.74 and 51.84,
respectively. The average size of the gaps between these average ages and those of the more educated Italians was less than two years. The average alpha-ages of 50-year-old men and women with higher levels of education in the Eastern European countries were 54.58 and 54.03 , respectively. The gender differences for people in the highest educational group is small in both regions. In contrast, the gender differences in the average alpha-ages of people in the lowest educational group are much larger in the Eastern European countries than in the Western European countries. In that educational group, the mean alpha-age of women in the Western European countries was 53.90 , and the corresponding figure for men was only 1.18 years higher. In the Eastern European countries, the mean alpha-age of less educated women was 57.77, and the corresponding figure for men was 5.81 years higher. Using alpha-ages allows for very natural quantifications of subgroup differences such as these. A more detailed discussion of these difference can be found in Sanderson and Scherbov (2016).

### 3.4 Example 4: Age difference trajectories by educational subgroups

In Example 4, we utilize a new concept that we call "age difference trajectories." Age difference trajectories are the relationships between chronological age, on the one hand; and the difference between the alpha-age and the chronological age, on the other. The trajectories do not show how fast a subgroup ages in an absolute sense, only how well a particular subgroup is doing at each chronological age relative to a reference subgroup. As before, our reference subgroup here consists of Italians with high education.

## Example 4:

Age difference trajectories by sex and education - Figures 1-4
$C_{s}^{-1}\left(C_{r}(a)\right)-a=\alpha-a$

| Characteristic $(\boldsymbol{C}())$ | Remaining life expectancy |
| :--- | :--- |
| Constant | $\boldsymbol{r}$ and $\boldsymbol{s}$ |
| Parameters | $r$ is any one of the set of 16 European life tables (see |
|  | Table 5) by sex and level of education (latest available |
|  | year), <br> $s$ is a sex-specific life table for Italians with at least <br> some tertiary education |
| Variable | $\boldsymbol{a}$ |
| Parameters | $a$ is a set of ages between 30 and 66 |

Figure 1:
Age difference trajectories, Norway, 2010 by level of education


Note: The characteristic is the remaining life expectancy at each age. The standard schedule is for Italians with tertiary education. lev 1 refers to people with pre-primary, primary, and lower secondary education (ISCED 0,1 , and 2 ); lev 2 refers to people with upper secondary and post non-tertiary education (ISCED 3 and 4 ); lev 3 refers to people with tertiary education (ISCED 5 and 6).
Source: Authors' calculations.

In Figures 1 through 4, we plot chronological age on the x -axis, and the difference between prospective age and chronological age on the y-axis. In other words, chronological age, $a$, is on the x -axis; and $\alpha-a$ is on the y -axis. The difference between prospective age and chronological age is a measure of the extent to which

Figure 2:
Age difference trajectories, Denmark, 2010 by level of education


Note: The characteristic is the remaining life expectancy at each age. The standard schedule is for Italians with tertiary education. lev1 refers to people with pre-primary, primary, and lower secondary education (ISCED 0,1 , and 2 ); lev 2 refers to people with upper secondary and post non-tertiary education (ISCED 3 and 4 ); lev 3 refers to people with tertiary education (ISCED 5 and 6).
Source: Authors' calculations.
the subgroup lags behind the Italians with high education. These age difference trajectories translate differences in patterns of life expectancies over ages into a form that is easy to visualize, interpret, and analyze. Because age difference trajectories

Figure 3:
Age difference trajectories, Slovenia, 2010 by level of education


Note: The characteristic is the remaining life expectancy at each age. The standard schedule is for Italians with tertiary education. lev1 refers to people with pre-primary, primary, and lower secondary education (ISCED 0,1 , and 2); lev2 refers to people with upper secondary and post non-tertiary education (ISCED 3 and 4); lev 3 refers to people with tertiary education (ISCED 5 and 6).
Source: Authors' calculations.
are relationships across ages, we can analyze how those trajectories differ in terms of both their levels and their slopes. Differences in levels tell us how far behind the subgroup is, while differences in slopes tell us whether the group is getting closer to or further from the reference group with increasing chronological age.

Figure 4:
Age difference trajectories, Macedonia, 2010 by level of education


Note: The characteristic is the remaining life expectancy at each age. The standard schedule is for Italians with tertiary education. lev1 refers to people with pre-primary, primary, and lower secondary education (ISCED 0,1 , and 2 ); lev 2 refers to people with upper secondary and post non-tertiary education (ISCED 3 and 4 ); lev 3 refers to people with tertiary education (ISCED 5 and 6).
Source: Authors' calculations.

Figures 1 and 2 display the age difference trajectories for two Western European countries that have a common history: Norway and Denmark. Figures 3 and 4 show the age difference trajectories of two Eastern European countries that have a common history: (FYR) Macedonia and Slovenia. Italians with high education in 2009 are the reference group, $s$, from which all alpha-ages are computed. Each
figure has three lines. The lines labeled 1, 2, and 3 refer to the respective trajectories for people with low, medium, and high educational attainment.

Norway is a country with a high life expectancy and a high per capita income. Even there, however, we see that, for men at age 30 with low education, the gap between the prospective and the chronological age is around seven years. We can see from the figure that the slope of the trajectory for less educated men is negative, which indicates that there is some degree of convergence toward the Italian standard with increasing chronological age. Norwegian men with high education have trajectories that are only slightly above zero, which indicates that they are similar to Italian men with high education at all ages. The trajectories for Norwegian women are similar, albeit with smaller differences across educational groups. The general patterns of the trajectories for Danish men and women are similar to those of their Norwegian counterparts, with the graphs for all three levels of education shifted upward by about three years. It is likely that this difference is due to differences in rates of smoking and alcohol consumption (Christensen et al. 2010).

Figure 3 shows the trajectories for Slovenia. Slovenian men and women with high education have age difference trajectories with slopes of approximately zero. Both of those trajectories are lower than those of their Danish counterparts, which indicates that they are closer to the trajectories of the Italian leaders. Slovenian men with medium education have trajectories that are almost identical to those of their Danish counterparts, while Slovenian women with medium education have trajectories that are clearly lower than those of their Danish counterparts. Slovenian women with low education also have lower trajectories than Danish women with low education. In all of the groups, except for the group of men with low education, Slovenians have age difference trajectories that are lower than those of their Danish counterparts. The situation of the Macedonians (see Figure 4) is quite different from those of the people in the other three countries. The trajectories for Macedonian women in all three age groups are comparatively high, and there is much less convergence with age across the educational subgroups. For Macedonian men, the high levels of the trajectories for those with medium and high education stand out.

## 4 Health- and disability-based ages and measures

Health is difficult to quantify, in part because it has so many dimensions, and in part because some of those dimensions are necessarily subjective. One rough approximation to health on a population level is the probability of surviving for the next five years. This characteristic has two advantages: (1) it can be measured or estimated reasonably accurately, and (2) it is comparable over time and place. Using the probability of surviving for the next five years as the characteristic of interest, we can calculate health-based age difference trajectories.

```
Example 5:
Survival-based age difference trajectories for countries - Figure 5 (own country
standards)
\(C_{s}^{-1}\left(C_{r}(a)\right)-a=\alpha-a\)
```

| Characteristic ( $\boldsymbol{C (})$ ) | Probability of surviving for the next five years $\left(\boldsymbol{l}_{\boldsymbol{x}+\boldsymbol{5}} / \boldsymbol{l}_{\boldsymbol{x}}\right)$ |
| :--- | :--- |
| Constant Parameters | $\boldsymbol{s}$ |
|  | $s$ is a sex-specific life table for the country of interest <br> in 2000 |
| Variable Parameters | $\boldsymbol{a}$ and $\boldsymbol{r}$ <br> $a$ is a set of ages between 40 and 80, <br> $r$ is one of a set of sex-specific life tables for the country <br> of interest for the years 1953, 1960, 1970,...,2010 |

## Example 6:

Survival-based age difference trajectories for countries - Figure 6 (Japan in 2010 as a standard)
$C_{s}^{-1}\left(C_{r}(a)\right)-a=\alpha-a$

| Characteristic $(\boldsymbol{C}())$ | Probability of surviving for the next five years $\left(\boldsymbol{l}_{\boldsymbol{x}+5} / \boldsymbol{l}_{\boldsymbol{x}}\right)$ |
| :--- | :--- |
| Constant | $\boldsymbol{s}$ |
| Parameters | $s$ is a sex-specific life table for Japan in 2000 |
| Variable | $\boldsymbol{a}$ and $\boldsymbol{r}$ |
| Parameters | $a$ is a set of ages between 40 and 80, <br> $r$ is one of a set of sex-specific life tables for the country <br> of interest for the years 1953, 1960, 1970, $\ldots, 2010$ |

### 4.1 Examples 5 and 6: Survival-based age difference trajectories

Survival rate-based age difference trajectories are presented in Figure 5 for Brazil, China, Germany, India, Japan, Mexico, Nigeria, the Russian Federation, and the USA using life tables for 1953, and at 10-year intervals from 1960 through 2010. Country life tables for 2000 are used as standards $s$, and the differences between alpha-ages and chronological ages in 2000 are shown for ages 40 to 80. This example provides a visualization of the changes in the survival rates across ages and over time within countries. Two distinct patterns are evident. In the developing countries of Brazil, China, India, Mexico, and Nigeria, improvements in five-year survival rates have been faster at age 40 than at later ages. In China and India, in particular, large improvements in survival rates are seen after 1960. In Germany,

Figure 5:
Age difference trajectories, Brazil, China, Germany, India, Japan, Mexico, Nigeria, Russian Federation, and the USA for 1953, 1960, 1970, ..., 2010


Note: Characteristic is the five-year survival rate at each age. The standard schedule, $s$, is the schedule for each country individually in 2000.
Source: Authors' calculations based on United Nations (2013b).

Japan, and the USA, the age trajectories in recent decades are roughly parallel lines that move downward over time. The graph for the Russian Federation is distinctly different, reflecting the effects of the mortality crisis after 1991.

Figure 6 shows the same survival rate-based trajectories using Japanese life tables in 2010 as the standard. Japan has some of the highest age-specific survival rates in the world. Age trajectories based on a single standard allow for the visualization of the evolution of age-specific survival rates for various ages relative to the

Figure 6:
Age difference trajectories, Brazil, China, Germany, India, Japan, Mexico, Nigeria, Russian Federation, and the USA for 1953, 1960, 1970, ..., 2010


Note: Characteristic is the five-year survival rate at each age. The standard schedule, $s$, is for Japan in 2000. Source: Authors' calculations based on United Nations (2013b).
corresponding rates of the world's leaders. For most countries, we see negatively sloped age trajectories that decline over time. In Germany, the age trajectories are nearly horizontal lines, which indicates that at each age, the survival rates have been changing in line with the Japanese standard rates. The age difference trajectory for the USA has a slightly negative slope, which indicates that the survival rates at younger ages are lower than those of the Japanese at older ages. The graph for the Russian Federation again reflects the mortality crisis in that country. In 2000, the survival rates at age 40 were lower in Russia than in any of the other nine countries
shown except for Nigeria. The pattern for Japan itself is worth noting. From 1990 through 2010, the changes in the trajectory have been greater for people aged 60 and older than for people below age 60 . It will be interesting to see whether this pattern persists.

The pattern that is observed for China is distinctly different. In the data for 2000 and 2010, there is a distinctly positive slope in the trajectory, which indicates that when looking across ages, the Chinese survival rates have become progressively worse relative to those in Japan. This points to an issue that bears further investigation.

## Example 7:

Alpha-ages based on proportions in self-reported good (bad) health $\alpha=C_{s}^{-1}\left(C_{r}(a)\right)$

| Characteristic ( $\boldsymbol{C}())$ | Proportion of population in self-reported good <br> (bad) health |
| :--- | :--- |
| Constant | $\boldsymbol{s}$ |
| Parameters | $s$ is the age-specific proportion of people in self-reported <br> good (bad) health in the EU-15 in 2007 |
| Variable Parameters | $\boldsymbol{a}$ and $\boldsymbol{r}$ <br> $a$ is a set of ages between 20 and 84, <br> $r$ is the age-specific proportion of people in self-reported <br> good (bad) health in the EU-15 in 2011. |

### 4.2 Example 7: Alpha-ages of those in good and in bad self-reported health

The age-specific schedules of prevalence rates of health conditions quite naturally fall within the unifying framework presented here. For example, the age-specific proportions of European populations with three levels of self-reported health are available for European countries. To illustrate how these data can be used, characteristic schedules for the proportions of the population of the EU-15 in good self-reported health and in bad self-reported health were computed by sex for 2007 and 2011; the earliest and the latest years available at the time of writing ("EurOhex" 2015). Data on the proportions by five-year age groups were turned into characteristic schedules using linear regressions with observations set at the midpoints of age intervals using age, age squared, and a dummy variable for the year 2011 as independent variables. For each gender, alpha-ages were computed separately for proportions with good self-reported health and with bad self-reported heath. Women aged 61.6 had the same level of self-reported good health in 2011
as their 60-year-old counterparts had in 2007. Meanwhile, women aged 62.2 had the same level of self-reported bad health in 2011 as their 60-year-old counterparts had in 2007. For men, the results were similar: over the period 2007 to 2011, there was a gain of roughly two years in alpha-ages for 60-year-olds using self-reported health as the characteristic. Demuru (2017) adjusted the prospective ages in Italy using survey data on self-reported health.

## 5 Biomarker-based ages

Surveys such as the Health and Retirement Study (HRS) and its sister surveys measure a wide range of population characteristics. Some of these characteristics are measured using self-reports, such as the age-specific proportions of people in good self-reported health, the subjective probabilities of surviving to some future age, and self-reports on disabilities and difficulties in accomplishing specific tasks. Other observations are based on various sorts of objective measurements, which can be divided into the following categories: (1) measurements of physical performance, such as hand grip strength, walking speed, speed of standing up from a sitting position, and the length of time a person can keep his balance in a certain position; (2) measurements of mental performance, such as immediate word recall, delayed word recall, the ability to subtract seven sequentially beginning with 100 , and verbal fluency; and (3) measurements of body chemistry, such as those derived from saliva and blood tests.

## Example 8:

Alpha-ages of population subgroups based on hand grip strength - Table 6 $\alpha=C_{s}^{-1}\left(C_{r}(a)\right)$

| Characteristic (C()) | Hand grip strength |
| :--- | :--- |
| Constant | $\boldsymbol{r}$ and $\boldsymbol{s}$ <br> Parameters |
|  | sis the age-specific hand grip strength of people in a <br> $s$ is the age-specific hand grip strength of people in a <br> specific gender and race group with less education |
| Variable Parameters | $\boldsymbol{a}$ |
| $\boldsymbol{a}$ is a set of ages between 60 and 80 |  |

Table 6:
Alpha-ages based on hand grip strength for population subgroups

| Reference age of <br> less educated | Whites - more educated |  |  | African Americans - more educated |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Male | Female |  | Male | Female |
| 60 | $65.8(63.9,67.7)$ | $65.7(63.9,67.3)$ |  | $57.6(53.4,61.4)$ | $64.7(60.5,68.2)$ |
| 65 | $69.6(68.2,70.9)$ | $69.4(68.2,70.7)$ |  | $63.4(60.3,66.3)$ | $68.5(65.3,71.3)$ |
| 70 | $73.4(72.3,74.5)$ | $73.3(72.3,74.3)$ |  | $69.2(66.5,71.6)$ | $72.3(69.5,74,8)$ |
| 75 | $77.3(76.4,78.3)$ | $77.2(76.4,78.1)$ | $74.7(71.9,77.6)$ | $76.1(73.3,79.0)$ |  |
| 80 | $81.3(80.2,82.3)$ | $81.2(80.2,82.2)$ | $80.3(76.9,83.9)$ | $80.0(76.5,83.7)$ |  |

Source: Sanderson and Scherbov (2014), Table 1.
Note: Figures in parentheses show the 95 -percent confidence intervals.

### 5.1 Example 8: Alpha-ages of population subgroups based on hand grip strength

Integrating this plethora of observations of different characteristics of people into a consistent picture of the aging process is a challenge. The concept of alpha-ages can be useful in this context, as different characteristics can be translated into alpha-ages that can be readily compared. For example, alpha-ages based on the characteristic of hand grip strength can be used to study the differences in the speed of aging among educational subgroups in the United States. Hand grip strength has been shown to be a predictor of subsequent mortality and morbidity (Leong et al. 2015; Al Snih et al. 2002; Ambrasat, Schupp and Wagner 2011).

In Sanderson and Scherbov (2014), we combined data from the 2006, 2008, 2010, and 2012 waves of the Health and Retirement Survey (HRS) on the hand grip strength levels of men and women aged 60 to 80 by race and level of education. Two educational groups were distinguished: those with less than a completed high school education and those with a completed high school education or more. Four characteristic schedules were created from these data (two genders cross-classified by two racial groups) using regressions with individual fixed effects, controlling for age, height, weight, and HRS wave.

The results are shown in Table 6. Hand grip strength increases with the level of education for both men and women. If we turn hand grip strength levels into alphaages, we can see, for example, that on average, the 69.4 -year-old white women in the higher educational group have the same hand grip strength levels as the 65-year-old women in the lower educational group. Using hand grip strength as the characteristic, we can observe that more educated white women aged less rapidly than less educated white women, as the former group had the same average hand grip strength level as the latter group more than four years later in life. A wide variety of measures of physical and mental performance can be analyzed in the same way.

### 5.2 Alpha-age and biological age

Biological age is usually measured by combining blood- and saliva-based observations. Such measurements can be easily performed using alpha-ages. In a recent paper (Levine and Crimmins 2014), three biomarker-based measures namely, the allostatic load, the Framingham risk score, and the so-called "biological age" - were assessed to determine which one is the best predictor of subsequent 10-year mortality. Using 9,042 observations from the National Health and Nutrition Examination Survey III, Levine and Crimmins found that biological age was the best predictor. It is based on an index of nine individual observations: CRP, serum creatinine, Hba1c, albumin, total cholesterol, CMV, alkaline phosphatase, FEV1, urea nitrogen, and systolic blood pressure. All but the last of these observations are based on blood tests.

The methodology for the construction of biological age depends on two parameters for each of the biomarkers: namely, the constant term and the slope of the relationship between the biomarker and chronological age. Using the terminology in this paper, we have based our definition of biological age on nine characteristic functions. This methodology could represent a new approach to computing biological age. For each individual, alpha-ages are computed for a set of relevant characteristics, and are then combined. This approach could be used in the future as a simple and straightforward way of calculating biological age, especially as it makes it easy to test the relative importance of each of the biomarkers in forecasting mortality. The relationship between biomarkers and aging has also been studied in Rehkopf et al. (2017).

## 6 Alpha-ages as intergenerationally equitable normal pension ages

Up to this point, we have focused on the age-specific characteristics of people that are relevant for the study of population aging. We have provided examples in which we translated into alpha-ages characteristics as different as hand grip strength, fiveyear survival rates, remaining life expectancy, and self-reported health. Population aging is a multidimensional phenomenon, and the use of alpha-ages allows us to study those characteristics in a unified framework. In this section, we show how the range of applications of alpha-ages can be extended to the formulation of public policy.

The setting of normal pension ages is an important public policy decision. In almost all OECD countries, normal pension ages (or arrangements that have a similar effect) are currently being increased (OECD 2014, 2013, 2011). However, the rationale for such increases is often muddled. It is sometimes argued that normal pension ages must rise because governments would otherwise face severe fiscal difficulties. This rationale is unconvincing, and proposals to raise the normal
pension age on the basis of such arguments tend to generate substantial public resistance. If the maintenance of current pension arrangements is considered socially desirable, then governments could raise the money to fund these pensions from a wide variety of sources, including higher taxes, lower expenditures on other activities, and improvements in the efficiency of the provision of public services. There is no particular reason why the people who are looking forward to receiving a pension should bear most of the burden of solving the government's fiscal problems. Raising the normal pension age just because pensions are expensive is a bit like reducing the number of schools because education is expensive.

In a situation in which life expectancy at older ages is growing, the maintenance of a fixed normal pension age is not socially desirable, because it results in intergenerational inequality. Thus, in such policy discussions, it is useful to have a simple and equitable benchmark that is easy to interpret, and that can be used to compare planned and potential increases in normal pension ages.

In Sanderson and Scherbov (2015), we formulated a simple example in which we produced an intergenerationally equitable normal pension age based on three principles: (1) the members of each cohort should receive pension benefit amounts equal to their contributions, (2) the generosity of the pension system (the ratio of the average pension benefit to the average income of those who contribute to the pension system, after the pension tax) should remain constant across cohorts, and (3) the pension tax rate should remain constant across cohorts. Combining these principles results in a simple condition that an intergenerationally equitable normal pension age must meet. The ratio of person-years lived from the normal pension age onward to the number of person-years lived from the age of labor market entry onward must be constant. In life table notation $\frac{T_{p e n}}{T_{\text {lme }}}=K$, where pen is the normal pension age, lme is the age of labor market entry, and $K$ is a constant. Different values of $K$ arise from different combinations of pension generosity and the pension tax rate.

### 6.1 Example 9: Alpha-ages and normal pension ages

The alpha-ages that hold the proportion of adult person-years lived receiving a public pension constant at the level observed at age 65 in 2013 in Germany are shown in Table 7 for selected European countries for the years 2013, 2020, 2030, 2040, and 2050. Using a single country as a standard allows us to see what an intergenerationally equitable pension age would be if the ratio of person-years with a pension to total adult person-years was the same in all countries. In 2050, if the proportion of adult person-years spent with a pension are projected to be the same as they were for 65 -year-olds in Germany in 2013, the normal pension age would have to be around 71 in France, 69 in the UK, 67 in Latvia, 66 in Bulgaria, 64 in the Russian Federation, and almost 70 in Germany itself.

Under current legislation, the normal pension age is on track to rise to 67 by 2029 in Germany, and to around 69 in the UK in the 2040s. These ages are very close

## Example 9:

Alpha-ages as normal pension ages - Table 7 (German 2013 basis)
$\alpha=C_{s}^{-1}\left(C_{r}(a)\right)$

| Characteristic ( $C($ ) ) | Proportion of adult person-years lived after age $a\left(T_{a} / T_{20}\right)$ |
| :---: | :---: |
| Constant | $a$ and $r$ |
| Parameters | $a$ is age 65, |
|  | $r$ is the characteristic schedule for Germans in 2013 (both sexes combined) |
| Variable | $s$ |
| Parameters | $s$ is a set of similar characteristic schedules in selected European countries in the years 2013, 2020, 2040, and 2050. |

Table 7:
Intergenerationally equitable normal pension ages

| German basis <br> Country | $\mathbf{2 0 1 3}$ | $\mathbf{2 0 2 0}$ | $\mathbf{2 0 3 0}$ | $\mathbf{2 0 4 0}$ | $\mathbf{2 0 5 0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Bulgaria | 61.03 | 61.51 | 62.74 | 63.96 | 65.25 |
| France | 66.40 | 67.26 | 68.60 | 69.81 | 71.08 |
| Georgia | 61.44 | 62.13 | 63.36 | 64.59 | 65.85 |
| Germany | 65.00 | 65.91 | 67.26 | 68.51 | 69.80 |
| Greece | 64.95 | 66.02 | 67.39 | 68.65 | 69.95 |
| Ireland | 65.06 | 65.68 | 66.84 | 68.04 | 69.26 |
| Italy | 66.09 | 66.70 | 67.97 | 69.26 | 70.53 |
| Latvia | 61.09 | 61.93 | 63.27 | 64.62 | 65.90 |
| Russian Federation | 59.43 | 59.89 | 61.16 | 62.34 | 63.53 |
| Serbia | 61.05 | 61.81 | 63.05 | 64.28 | 65.54 |
| Slovakia | 62.05 | 62.87 | 64.21 | 65.50 | 66.81 |
| Spain | 65.92 | 66.42 | 67.76 | 69.03 | 70.31 |
| Sweden | 65.43 | 66.10 | 67.32 | 68.55 | 69.81 |
| United Kingdom | 65.23 | 65.86 | 67.13 | 68.33 | 69.56 |

Note: The standard schedule, $s$, is for Germany in 2013, where the normal pension age is set equal to 65 .
Source: Authors' calculations, see Sanderson and Scherbov (2015).
to the figures in Table 7. A more complete discussion of the relationship between the planned and the forecasted alpha-age-based normal pension ages can be found in Sanderson and Scherbov (2015). That paper also includes a discussion of the
relationship between the alpha-age-based normal pension ages and the pension ages in the notional defined contribution pension plans.

Instead of legislating incremental increases in normal pension ages in piecemeal fashion, it would be simpler to adopt a policy based on alpha-ages. An alpha-age-based pension age policy would have three important advantages. First, while future increases in life expectancy are uncertain. An alpha-age based policy would automatically adjust for changes in life expectancy. Second, as countries age it could become increasingly difficult to enact pension age changes that are consistent with intergenerational equity. A pension age policy based on alpha-ages would make those changes without repeated contentious political debates. Third, and perhaps most importantly, alpha-age based pension ages are intergenerationally equitable. The rationale for changing normal pension ages should not be that the government is running out of money, but rather that normal pension ages should be set on the basis of fairness.

## 7 Related ages

### 7.1 Thanatological age

The idea of thanatological age was introduced in Brouard (1986), and more recently there has been increased interest in the concept because of its relationship to health care costs (Miller 2001; Lubitz et al. 2003; Yang, Norton and Stearns 2003; Payne et al. 2007). Whereas chronological age is the exact number of years a person has already lived, thanatological age is the exact number of years a person has left to live. From conventional life tables, it is possible to create both thanatological life tables and thanatological characteristic schedules. One possible thanatological characteristic schedule would relate thanatological age and the average age of people who had specific numbers of years left to live. One interesting use of a thanatological life table would be to look at the proportion of the population who had five or fewer years of remaining life.

Up to this point, we have interpreted $C_{r}(a)$ as the relationship between a characteristic and chronological age in characteristic schedule $r$. It is possible to use the same formulation with thanatological age instead of chronological age. For clarity, we express the relationship between a characteristic and thanatological age as $D_{r}(b)$, where $b$ is a thanatological age.

Alpha-ages are derived from the equation:

$$
\alpha=C_{s}^{-1}\left(C_{r}(a)\right)
$$

Beta-ages are the analogous numbers based on thanatological ages rather than chronological ages.

$$
\beta=D_{s}^{-1}\left(D_{r}(b)\right) .
$$

Riffe et al. (2017) showed how thanatological age and prospective age can be used together to study how populations age.

### 7.2 Anticipated longevity

Many surveys of older populations (such as HRS, SHARE, ELSA) include questions in which participants are asked to anticipate their longevity. Responses to these questions have been used to calculate anticipated life expectancy. Anticipated life expectancy is a characteristic that can be analyzed using alpha-ages. This has been done in Aktas and Sanderson (2015), in which estimates from anticipated life tables were transformed into anticipatory ages. Palloni and Novak (2017) showed that subjective life tables and observed life tables are consistent with each other.

## 8 Technical considerations

Computing alpha-ages involves inverting continuous and monotonic characteristic schedules. In practice, characteristic schedules are often not continuous. For example, life tables provide life expectancies for people at their $60^{\text {th }}$ and $61^{\text {st }}$ birthdays, but not when they are 60 years and 6 months old. This problem is easily solved by interpolating the unobserved values of characteristics between chronological ages. Characteristic schedules also need not always be monotonic. In this were the case, we would only study those portions of the schedules the are monotonic. In this paper, the problem of non-monotonicity never arose.

All of the forecasts of aging in this paper are based on forecasts of life tables produced either for the European Demographic Datasheet (VID 2014) or by the United Nations (2013b). The methodologies for forecasting life tables are well understood. Life expectancies are projected to increase slightly faster in the European Demographic Datasheet than in the United Nations estimates. Life table forecasts can also be used to compute more complex forecasts based on the Sullivan method (Sullivan 1971). In that method, age-specific characteristics, such as being without a severe disability, are applied to life tables. This approach can be used to forecast healthy life expectancies, assuming that the age-specific prevalence of the characteristic does not change.

Characteristic schedules are uncertain. Especially in cases in which the degree of uncertainty is not trivial, it is important to compute it precisely, and to include it in the analysis. We do this in the discussion of alpha-ages based on hand grip strength (see Example 8).

## 9 Concluding discussion

There is a common narrative that population aging will lead to serious fiscal challenges. This argument is based on the observation that the ratio of people aged 65 and older to people aged 15 to 64 is rising dramatically in many countries. It is generally expected that the older group will be dependent on the younger group for their pensions and health care, and that the resulting increases in taxes on the young to finance those expenditures will reduce their incentives to work and save, thereby reducing economic growth.

Fortunately, this narrative is largely wrong. Normal pension ages are in the process of changing. A number of the countries that once had a normal pension age of 65 have since raised this age. In many OECD countries, normal pension ages are scheduled to increase to 67 and even higher in the next few decades. In addition to changes in normal pension ages, there have been numerous changes in pension eligibility rules, which have an effect similar to that of raising the normal pension age (OECD 2014, 2013, 2011). Analyzing the fiscal problems of population aging based on the assumption that the normal pension ages will remain fixed at 65 is incorrect and misleading.

A similar sort of problem arises with the interpretation of age 65 as the age at which people begin to have significantly higher medical expenses. First, health care expenditures are concentrated in the last few years of life (Miller 2001; Lubitz et al. 2003; Yang, Norton and Stearns 2003; Payne et al. 2007). With increases in life expectancy, those last few years of life are gradually postponed. Ignoring increases in life expectancy produces estimates of health care costs that rise too rapidly. Second, life expectancy without severe disabilities is rising with increases in life expectancy, and the onset of severe disabilities is also being postponed (Sanderson and Scherbov 2010). Ignoring this trend also produces an upward bias in estimates of the burden that the elderly will impose on younger people.

Since the narrative of the rapid increase in the burdens associated with population aging is so transparently biased, it is interesting to ask why it is so common. One reason, we suspect, is that policy-makers, journalists, and others interested in population aging have not had easy access to measures of population aging that take into account the changing characteristics of the population. In this paper and in earlier ones, we have provided easy-to-use measures that offer a different and more realistic narrative.

However, alpha-ages provide more than just better aggregate measures of population aging; they provide a methodology for translating characteristics that are measured in very different units into a common metric. This unification process allows for the construction of composite measures of population that are easy to understand and interpret. In other words, alpha-ages provide us with the ability to study the multidimensional phenomenon of population aging using appropriate multidimensional indices. Furthermore, as an example of the applicability of this approach to public policy, we have also shown how alpha-ages can be used to produce an analytically-based, intergenerationally equitable normal pension age.

Population aging in the $21^{\text {st }}$ century cannot be adequately studied using tools that do not take into account the changing characteristics of the population. The older tools were developed in an era when the relevant characteristics of people were changing relatively slowly. As this is no longer the case, the scientific study of population aging and policy formulation should no longer be based on those tools. Using alpha-ages, it is now possible to study $21^{\text {st }}$ century population aging with appropriate $21^{\text {st }}$ century tools.
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# Towards a reconceptualising of population ageing in emerging markets 

Stuart Gietel-Basten, Sergei Scherbov and Warren Sanderson*


#### Abstract

Variously defined, the 'emerging markets' [EMs] are frequently held up as the countries that will shape global economic development in the 21st century. However, it is also often said that population ageing could limit growth in many EMs. In this paper, we explore the conventional measurements employed to demonstrate population ageing in EMs, and then move on to discuss whether these measurements are, indeed, 'fit for purpose' when studying EMs. Drawing on the literature on 'prospective ageing' (pioneered by Sanderson and Scherbov), we present an alternative set of ageing measurements based on a boundary for 'dependency' drawn from remaining life expectancy rather than chronological age. Using these measurements, population ageing - at least as defined here - can be seen as a much more manageable prospect for many EMs. We also examine the challenges and the opportunities for EMs associated with population ageing, and consider their potential advantages relative to the EU and North America in managing this trend.


## 1 Background

### 1.1 What are 'emerging markets'?

As is implied by the name, 'emerging markets' [EMs] are generally defined as countries in a transitional phase towards developing a full market economy based on

[^2]industrial modes of production and greater economic freedom. However, the term 'emerging markets', which was first coined by Antoine van Agtmael in 1981, is by no means uncontroversial. While it was initially seen as a more dynamic alternative to the expression 'third world' and to the politically incorrect term 'less-developed countries', the 'emerging markets' label has been questioned in terms of both its composition and its meaning. Organisations like Standard \& Poors, the FTSE, the IMF, and Dow Jones have used different criteria in defining what constitutes an emerging market.

One definition of an emerging market, provided by Vladimir Kvint (2008; 2009), is as follows:

> An Emerging Market is a society transitioning from a dictatorship to a free-market-oriented-economy, with increasing economic freedom, gradual integration with the Global Marketplace and with other members of the GEM (Global Emerging Market), an expanding middle class, improving standards of living, social stability and tolerance, as well as an increase in cooperation with multilateral institutions.

Alternative groupings of countries and acronyms for these categories have recently gained currency, including the term 'BRICS', an acronym for Brazil, Russia, India, and China (and, in some cases, South Africa). BRICS, which was first coined in 2001 by Goldman Sachs chief economist Jim O'Neill, is thus used to refer to four (or five) large countries that are expected to play increasingly critical roles in shaping the global economy. More recently, the BRICS countries have been joined by the 'MINT' countries: namely, Mexico, Indonesia, Nigeria, and Turkey. Finally, the London Stock Exchange divides the 'emerging markets' category of countries into 'advanced emerging', 'secondary emerging', and 'frontier' markets.

In this paper, we use a special subset of 21 EMs for analysis, grouped into four quasi-regions. ${ }^{1}$ Clearly, there are many question marks over the inclusion of some countries and the exclusion of others. However, we believe that the creation of this subset represents a reasonable attempt at assembling a group of countries that are broadly expected to play very significant roles in shaping the global economy in the 21 st century.

### 1.2 Population ageing in emerging markets: The orthodox view

In addition to undergoing dramatic economic and political changes, EMs have experienced equally seismic demographic changes over the past 50 years. As Figure 1 shows, across the EMs there have been marked increases in life expectancy

[^3]Figure 1:
Recent trends and forecasts of life expectancy at birth in four groups of EM countries. [a] Latin America; [b] E/SE/S Asia; [c] MENA; [d] Others

## Males



Females


Note: $\mathrm{CHN}=$ China, $\mathrm{IND}=$ India, $\mathrm{IDN}=$ Indonesia, MYS $=$ Malaysia, PAK $=$ Pakistan, $\mathrm{PHL}=$ Philippines, THA = Thailand (East/SE/South Asia); ARG = Argentina, BRA = Brazil, CHL = Chile, COL = Colombia, MEX = Mexico, PER = Peru (Latin America); EGY = Egypt, JOR = Jordan, TUN = Tunisia, TUR = Turkey (Middle East and North Africa); POL = Poland, RUS = Russia, and ZAF = South Africa (Other).
Source: UNPD 2013

Figure 2:
Survivorship (lx) curve, Turkey, 1950-2060


Source: UNPD 2013.
at birth for both males and females - albeit with some important outliers, such as South Africa and Russia, where previous mortality improvements have been thrown into reverse over the past two decades. Large shares of these overall improvements in life expectancy have been driven by reductions in mortality rates among infants and children (see Caselli et al. 2014 and Garbero and Pamuk 2014 for a review) and an increasing rectangularisation of the survival curve. Looking at Figure 2, we can see this pattern for Turkey: while the country saw dramatic improvements in earlyage mortality during the mid-20th century, lower mortality at older ages has driven the overall mortality improvements in Turkey in recent years, and is projected to continue to do so in the future. Despite this caveat, as Figure 3 shows, there have been equally large improvements in life expectancy at age 60 for both males and females (again, with the same notable outliers). Thus, it is inaccurate to simply say that mortality improvements among older people have led to a trend towards 'ageing from above' in EMs. Rather, the recent improvements in mortality and health over the entire life course have led to increased survivorship rates; and, hence, to rising numbers of people surviving to older ages. Most of the scholarly literature, including a recent survey of population experts (see, for example, Caselli et al. 2014 and Garbero and Pamuk 2014) has forecasted that these mortality improvements will continue into the medium term.

It has also been argued that EM populations have 'aged from below' as a consequence of rapid declines in fertility. The often dramatic decreases in fertility can be seen in Figure 4. In 1950, all of the EMs in our dataset with the exception of Poland, Russia, and Argentina had total fertility rates [TFRs] above five, with all but three having TFRs above six. Today, only Pakistan, the Philippines, and Jordan have TFRs above three. Meanwhile, Thailand, China, Tunisia, Poland, Russia, Malaysia, Chile, and Brazil, all have TFRs below the replacement level; with China having

Figure 3:

## Recent trends and forecasts of life expectancy at age 60 in four groups of EM countries. [a] Latin America; [b] E/SE/S Asia; [c] MENA; [d] Others
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Note: $\mathrm{CHN}=$ China, IND = India, IDN = Indonesia, MYS = Malaysia, PAK $=$ Pakistan, PHL = Philippines, THA = Thailand (East/SE/South Asia); ARG = Argentina, BRA = Brazil, CHL = Chile, COL = Colombia, MEX = Mexico, PER = Peru (Latin America); EGY = Egypt, JOR = Jordan, TUN = Tunisia, TUR = Turkey (Middle East and North Africa); POL = Poland, RUS = Russia, and ZAF = South Africa (Other).
Source: UNPD 2013.

Figure 4:
Recent trends and forecasts of total fertility rates [TFR] in four groups of EM countries. [a] Latin America; [b] E/SE/S Asia; [c] MENA; [d] Others


Note: $\mathrm{CHN}=$ China, $\mathrm{IND}=$ India, $\mathrm{IDN}=$ Indonesia, MYS = Malaysia, PAK $=$ Pakistan, PHL $=$ Philippines, THA = Thailand (East/SE/South Asia); ARG = Argentina, BRA = Brazil, CHL = Chile, COL = Colombia, MEX = Mexico, PER = Peru (Latin America); EGY = Egypt, JOR = Jordan, TUN = Tunisia, TUR = Turkey (Middle East and North Africa); POL = Poland, RUS = Russia, and ZAF = South Africa (Other).
Medium fertility variant used.
Source: UNPD 2013.
one of the lowest fertility rates in the world. In India, 10 states currently have TFRs below two (for an overview of these recent trends, see Basten et al. 2014 and Goujon and Fuchs 2014). While the scale of the decline in fertility across the country set is very large, the pace at which this decrease has occurred - especially when compared to the trends in European countries, where the fertility decline began over a century ago - is breathtaking. It is therefore clear that the process of 'ageing from below' as a consequence of fertility decline has contributed substantially to the overall ageing of the populations in EMs.

Future patterns of fertility are, however, more uncertain. In Figure 4, we employed the medium variant of the UN's World Population Prospects: 2012 Revision. Yet in the literature and in a recent survey of experts, some scepticism about this indicator have been expressed. While space does not permit a full review of this debate here, it is important to note that the UN's assumptions regarding fertility are not universally accepted. The main points of contention are concerning the future paths of countries (such as China and Thailand) that are currently

Figure 5:
Recent trends and forecasts of the total population size aged 65+ in four groups of EM countries. [a] Latin America; [b] E/SE/S Asia; [c] MENA; [d] Others


Note: $\mathrm{CHN}=$ China, $\mathrm{IND}=$ India, $\mathrm{IDN}=$ Indonesia, MYS $=$ Malaysia, PAK $=$ Pakistan, PHL $=$ Philippines, THA = Thailand (East/SE/South Asia); ARG = Argentina, BRA = Brazil, CHL $=$ Chile, COL $=$ Colombia, MEX $=$ Mexico, PER = Peru (Latin America); EGY = Egypt, JOR = Jordan, TUN = Tunisia, TUR = Turkey (Middle East and North Africa); POL = Poland, RUS = Russia, and ZAF = South Africa (Other).
Medium fertility variant used.
Source: UNPD 2013.
characterised by very low fertility (see Basten et al. 2014 and Goujon and Fuchs 2014 for a review).

So how do these trends affect population ageing? First, we might consider the 'absolute' increases in the older population. Using the standard measurements employed by the UN and most scholarly and policy documents, Figure 5 shows the absolute increase in the total population aged 65 or older based upon an index of 100 in 1950. It would be fair to say that the increases are dramatic in all countries, although some are certainly more dramatic than others. For example, in Jordan and in Turkey the shares of the population aged 65+ are projected to increase more than 90 -fold relative to the shares in 1950. Meanwhile, in Latin America and in Asia, increases of 20 -fold and 30 -fold are anticipated. What is crucial to note, however, is that the bulk of these increases are expected to occur in the next few decades; causing the increases that occurred in the $20^{\text {th }}$ century to appear relatively modest by comparison.

Figure 6:
Recent trends and forecasts of the old-age dependency ratio (population aged 65+/population aged 20-64) in four groups of EM countries. [a] Latin America; [b] E/SE/S Asia; [c] MENA; [d] Others





Note: $\mathrm{CHN}=$ China, $\mathrm{IND}=$ India, $\mathrm{IDN}=$ Indonesia, MYS $=$ Malaysia, PAK $=$ Pakistan, PHL $=$ Philippines, THA = Thailand (East/SE/South Asia); ARG = Argentina, BRA = Brazil, CHL = Chile, COL = Colombia, MEX = Mexico, PER = Peru (Latin America); EGY = Egypt, JOR = Jordan, TUN = Tunisia, TUR = Turkey (Middle East and North Africa); POL = Poland, RUS = Russia, and ZAF = South Africa (Other).
Medium fertility variant used.
Source: UNPD 2013.

However, in thinking about the management of population ageing, it is arguably more useful to consider the size of the older population relative to the sizes other age groups - and especially to the size of the population of 'working ages'. In making such comparisons, the old-age dependency ratio $[O A D R]$ is the 'go-to' measurement that is almost universally employed in scholarly, policy, and popular discourses on ageing. The sheer ubiquity of the $O A D R$ in the scholarly and the policy literature does not need to be demonstrated here. In the OADR, the population aged 65 or older counts as the numerator, while the population aged between a given lower bound (assumed to be 20 here) and 64 is the denominator. The people aged $65+$ are deemed to be 'old' and 'dependent' upon those aged 20-64, who might be considered to be a sort of de facto labour force. The OADRs for the EM countries are displayed in Figure 6. The numbers represent the number of 'old people' who are 'dependent' upon each person aged (in this case) 20-64.

Looking at these $O A D R s$, it is not difficult to see why population ageing is considered to be such a significant issue, or is even characterised as a threat: in the EMs, the OADRs are on track to increase sharply over the coming decades. Currently, the OADRs are below 0.17 for all of the EMs in our set except Argentina, Chile, Poland, and Russia. In other words, each person aged 20-64 is currently 'supporting' no more than 0.17 people aged $65+$ in these countries. Meanwhile, the ratio is much higher in some non-EM countries: the OADR is 0.39 in Japan; and is between 0.30 and 0.35 in Germany, Italy, Sweden, and Greece. Among the EMs, the highest current $O A D R s$ are 0.24 in Poland, 0.20 in Russia, and 0.20 in Argentina. Although Chile and Thailand have OADRs of 0.17 and 0.16 , respectively; South Africa, Egypt, Colombia, Peru, Mexico, Tunisia, Turkey, Brazil and China have OADRs of between 0.10 and 0.15 (in ascending order). Jordan, the Philippines, Pakistan, Indonesia, Malaysia, and India have current $O A D R s$ of between 0.07 and below 0.1 (again, in ascending order).

But by mid-century, these ratios look very different. In the Latin American EMs, there is a near uniform increase to between 0.39 (Peru) and 0.56 (Chile), with most of the OADRs clustered between 0.4 and 0.5 . In E/SE/S Asia, China, and Thailand, the OADRs are projected to increase extremely rapidly and intensely, to between 0.54 and 0.65 . Indeed, by 2050 the population of Thailand will be as 'old' as the populations of Germany and Singapore. Elsewhere in this region, the OADR is projected to rise to 0.37 in Malaysia and to between 0.20 and 0.29 in the remaining countries. Among the MENA EMs, the OADR is set to jump to 0.53 in Tunisia and to 0.45 in Turkey. Increases of $150 \%$ are projected for Egypt and Jordan. In the 'other' group, the OADR is expected to further increase to 0.40 in Russia and to 0.62 in Poland, and to double in South Africa.

Yet before we discuss the 'challenges' associated with population ageing, as indicated by the $O A D R$; we would be well advised to pause and think a little more carefully about what this widely used measurement is actually telling us. Indeed, a growing body of literature has developed in recent years suggesting that the $O A D R$ might not be such a useful measurement when examining population ageing in industrialised/OECD countries. The reasons why this might be the case have been extensively reviewed elsewhere (see, for example, Scherbov et al. 2014; Sanderson and Scherbov 2013; and Spijker and MacInnes 2014), and will be only very briefly summarised here. There are two main criticisms of the reliance on the OADR. The first criticism concerns change over time: i.e., when the boundary of 'old age' and 'dependency' is fixed at age 65 over the complete forecast period, changes in life expectancy (and, by implication, health) are not taken into account. The second criticism is rather more fundamental, and challenges the very idea of what it means to be 'old' and 'dependent', regardless of which threshold age is chosen. The literature that has made this criticism has drawn on themes such as the separation of the pensionable age and the retirement age (which rarely occurs at 65); differences in health care expenditures among people aged 65 and older; the need to consider differences in pension systems (and their increasing privatisation); and issues related to 'active ageing', including a questioning of the notion of 'dependency'.

Elsewhere, Basten (2013) has argued that these criticisms are even more pertinent when considering non-European settings. For example, in Asian countries with very low levels of pension coverage and of state-provided support for older people problems that are exacerbated by the large informal labour markets in many of these countries - the challenges relating to 'dependency' that the OADR implies are not adequately reflected. Again, even in countries that have pension systems, workers may be eligible to receive benefits before reaching age 65 . Moreover, the existing systems differ in their levels of susceptibility to population ageing. For example, provident fund pension systems tend to be less vulnerable than pay-as-you-go systems.

While the EM country set is certainly heterogeneous in character, we suggest that there is a strong argument for reassessing the use of the $O A D R$ as the default/sole measurement of population ageing. In doing so, we must think carefully about what concerns us about population ageing, and about what precisely we mean by dependency. In the OECD context, we might think of dependency in terms of a tax-paying, formalised labour force transferring assets to an inactive, 'retired' population via the pension system and/or the medical/social care system.

First, we must consider the role of pensions. Again, this is not the place for an exhaustive review of the pension systems in the EM country set under analysis here (see Clements et al. 2014, and for reviews, see ssa.gov 2013a for Asia; ssa.gov 2013b for Latin America; ssa.gov 2014a for Africa and ssa.gov 2014b for Europe); not least because of the fast-changing, heterogeneous nature of these systems both between and within such countries, and given the complex web of conditions and eligibility criteria. Generally, however, we can state that pension provision in EMs is characterised by much lower replacement rates, lower levels of coverage, lower contribution levels, and stricter eligibility criteria than in EU states (although important exceptions exist, particularly in Latin America and Poland - see ssa.gov 2014a and 2014b; OECD 2013). Thus, in most of these countries, public pension expenditures represent a relatively small percentage of GDP (e.g., $0.7 \%$ in Pakistan and Indonesia compared to an OECD average of $8.4 \%$ ). Furthermore, the pension systems that exist tend to differ from the PAYG systems of many European countries. For example, countries such as Malaysia and Indonesia have provident fund-type systems that rely less on intergenerational transfers, and are instead based primarily on fund/stock market performance. Thus, these systems are arguably less susceptible to population ageing. Finally, with the exception of most of the Latin American countries and Poland, the retirement age is significantly lower in the EMs than in the majority of European states, which suggests that there is a degree of leeway for future reform - a point we shall return to later. Indeed, if we were to take the age of pension eligibility as the boundary of old age and dependency, as implied by the European/historical context (see Sanderson and Scherbov 2013 and Basten et al. 2013 for a review); then a recalculated $O A D R$ would be significantly higher, and the sense that an 'ageing crisis' is occurring would be further exacerbated.

The second major concern raised in the literature relating to the 'problem' of population ageing is the potential growth in health care expenditures. Again,
a comprehensive review of EM health care systems is not possible here (see, for example, WEF 2014), but some general points regarding the quality, the accessibility, and the funding of health care can be broadly made. In the WHO's 2010 ranking of world health systems, only Colombia ranks in the top 25, with Chile and Argentina ranking 33rd and $34^{\text {th }}$, respectively; although it should be noted that the per capita public expenditures on health in these Latin American EMs are relatively high. Even in EMs with nascent (or established) universal health care systems, the systems of long-term social care for the elderly tend to be weak (e.g., Deloitte 2014). Crucially, however, in both OECD and EM countries, health care expenditures are much more strongly correlated with proximity to death rather than with reaching a particular age (see Gray 2005 for a review). In other words, the number of people aged 65 and older only becomes truly relevant in terms of projected health care expenditures when considered in relation to the overarching mortality patterns (see Spijker and MacInnes 2014 for an example from the UK).

In making these two observations about the state of pension and health care provision in EMs, it important to note that we recognise that an unfair comparison is being made with Europe and with various other OECD countries. However, this is precisely the point. Much of the current framing of the 'ageing crisis' - and, indeed, the tendency to measure it using the $O A D R$ - is viewed through the lens of largescale, formalised, post-industrial economies with very high levels of human capital, and in which very large transfers have historically taken place at around age 65. These conditions are very different in EMs, yet we often conceptualise ageing in these countries as occurring in similar ways.

A final point that relates to the notion of being 'dependent' after turning 65 refers to the literature on 'productive ageing'. In many OECD countries, this discourse is largely based around a narrative of 'active ageing', and of the contributions made by 'older'/retired people to civil society through voluntary activities, or to their families through child care arrangements (see, for example, Avramov and Maskova 2003). These notions have been mentioned in the literature on EM countries as well (see various chapters in Morrow-Howell and Mui 2012, especially Du and Yang 2012 for China). Yet another feature of active engagement in later life should also be highlighted: namely, labour force participation [LFP] among people aged 65+. As Figure 7 shows, LFP among this age group is generally much higher in EMs than in other European/industrialised economies. For males, the LFP rates are above $50 \%$ in Indonesia and Peru; above $40 \%$ in Colombia, Mexico, Pakistan, and the Philippines, and above $20 \%$ in Argentina, Brazil, Egypt, and Turkey. Female LFP rates are significantly lower, primarily because women have less access than men to employment.

While the active ageing agenda in OECD countries has largely been seen as a 'positive' challenge to activate older human and social capital, these higher LFP rates in EMs are not necessarily a positive sign. Indeed, as is frequently the case in many EM labour markets as a whole, large percentages of the elderly workforce are engaged in poorly paid labour in the informal sector, either as casual workers or as self-employed individuals in low skilled or unskilled occupations. As Amireddy

Figure 7:
Labour force participation among 65-69-year-olds, selected EMs, various surveys, 2010-2013


Source: ILOSTAT 2014.
(2013) noted, 'this suggests that given the inadequate social security for the majority of the older persons and the declining traditional support from adult children with the growth of nuclear families, continuing to work can be the only option for old age support for the majority in India'. However, it is not our place here to make a normative judgement as to the nature of elderly labour force engagement in EMs. Instead, our aim is merely to demonstrate that it is common for people in these countries to continue to work after age 65, and that the problem of 'dependency' among people aged $65+$ might therefore be less acute than expected.

### 1.3 An alternative approach: Thinking prospectively?

Figure 8 provides an alternative approach to thinking about the relationship between increases in life expectancy and different time elements across the life course. Crucially, it helps to picture the difference between chronological age and prospective age. Chronological age refers to the number of years a person has lived, while prospective age refers to the number of years a person is expected to live. As Ryder (1975, p. 16) remarked: 'To the extent that our concern with age is what it signifies about the degree of deterioration and dependence, it would seem sensible to consider the measurement of age not in terms of years elapsed since birth but rather in terms of the number of years remaining until death'. This approach guides our exercise here. Looking at the graph, we can see that at the centre is the index (set at 2010) of both chronological and prospective age. Keeping remaining life

Figure 8:
Trajectories of constant prospective ages ( $\alpha$-ages) over time, Turkey, males (standard 2010)


Source: authors calculations based on UNPD 2013.
expectancy $[R L E]$ constant, we can see why a 60 -year-old - in this example, a man in Turkey - with a RLE of 60 in 2010 would be equivalent to a 67 -year-old in 2060, and to a 53-year-old in 1960. In other words, when we compare the life expectancies of men in Turkey over this 50-year period, the expression '40 is the new 30' seems to apply. But for the older population under analysis here, we could say that ' 70 is the new 65 '; and that by 2050 , ' 65 is the new 60 '. Aside from life expectancy, it is highly likely that the health status of these three 'older men' are going to be entirely different when their age is measured chronologically. This concept has been elucidated at length elsewhere by Sanderson and Scherbov and others. For an extended discussion of prospective age, please see, for example, Scherbov et al. (2014), Sanderson and Scherbov (2013, 2007 and 2005), Basten (2013), and Spijker and Macinnes (2014).

Sanderson and Scherbov have developed a number of new methods for measuring age that take these changes in life expectancy into account. In estimating the 'prospective old age dependency ratio' $[P O A D R]$, a fixed $R L E$ must first be established. The RLE is set at the point at which a person is defined as 'old' or 'dependent'. This point then changes as total life expectancy increases (or decreases) (see Figures 1 and 3).

Various studies (e.g., Basten et al. 2013) have tried to identify a suitable RLE reflecting the boundary at which the final period of dependency begins. However,
as suggested above, before we can define the RLE, we must first engage in a fundamental reappraisal of what we mean by 'old' and 'dependent'; and, indeed, determine much more precisely what it is we want to measure. In the literature, there is a general consensus that the RLE should be $10-15$ years. Sanderson and Scherbov (2010) have suggested basing this boundary on an $R L E$ of 15 years [hereafter $R L E_{15}$ ], as this was the remaining life expectancy of 65 -year-olds in many low mortality countries in the 1960s and the 1970s. This figure can then be compared with earlier conceptualisations of what it means to be 'dependent'. More importantly, however, based on international evidence of health and social care expenditures (see, for example, Zweifel et al. 1999 and Gray 2005), we can assume that ill health, morbidity, and the need for long-term care are most likely to fall within this period of life. Thus, RLE is defined as a period of 'physical dependency' during which people are likely to need expensive forms of care.

In the remainder of this paper, we will first calculate the age at which $R L E$ equals 15, and present this as an alternative 'boundary' for the construction of 'dependency'. Using this new boundary, we will then proceed to calculate a new series of dependency ratios. These 'prospective' old-age dependency ratios could be seen as alternatives to the traditional old-age dependency ratio.

## 2 Data and methods

For this exercise, we utilise the input data from the UN's World population prospects: 2012 revision, including the UN life tables $\left(l_{x}\right)$ that are graduated to single years of age and time. We use single year population totals based upon the medium fertility variant of the UN's projections. For a critique of these assumptions, see the discussion section below.

To recap, we compare the $P O A D R$ and the $O A D R$ with the formulas below:

$$
\begin{aligned}
O A D R & =\frac{\text { number of people aged } 65 \text { and over }}{\text { number of people aged } 15-64} \\
P O A D R & =\frac{\text { number of people } \geq \text { age at } R L E=15}{\text { number of people aged } \geq 20 \text { and } \leq \text { age at } R L E=15}
\end{aligned}
$$

The results will be presented for each EM country grouped into four quasi-regions. The limitations of a universal application of this dataset to all countries under analysis here are addressed in the discussion section below.

## 3 Results

## 3.1 $R L E_{15}$ as a new boundary of 'dependency' in EMs

As Figures 9a-d demonstrate, the ages at which the $R L E_{15}$ begins clearly differ significantly both temporally and spatially, and are largely determined by the recent histories of mortality patterns in the respective EMs. We can immediately see that the dramatic recent (and projected) improvements in mortality are radically altering the age at which the $R L E_{15}$ begins. Returning to the prospective ages presented for Turkey in Figure 8, we can see that Turkey is far from being an isolated example. When we look at the Latin American EMs, we can comfortably argue that in Chile, for example, ' 70 is the new 65 ', and that by the end of the forecast period, ' 76 will be the new $70^{\prime}$. Such scenarios can be presented throughout the dataset. If, for example, we compare in Tunisia life expectancies 30 years in the past with life expectancies 30 years in the future, we can say that ' 70 is the new 60 '.

Thus, it is clear that there is little justification for using 65 as a pivotal 'boundary year' after which a person enters a period of 'old age' and 'dependency', based on the construction of dependency outlined above. For some countries, the age at which the $R L E_{15}$ begins has been well above age 65 for two or even three decades. In the E/SE/S Asian EMs, the age at which the RLE at age 65 became greater than 15 years was reached in Thailand in the early 1980s, in China in the early 2000s, and in Malaysia very recently (Figure 9a). In the Latin American EMs, for example, all of the countries had passed this point by the early 1990s (Figure 9b). When we look at the remaining EMs, we see that this threshold was broken in the past 15 years in Jordan, Tunisia, Turkey, and Poland (Figures 9c-d). This indicates that for these countries, the 'boundary' of 'dependency' was set too low in the past, based on this particular construction of dependency. The natural corollary of assumption is that for the period until the age at which $R L E_{15}$ starts exceeded 65 , the 'boundary' of 'dependency' had been set too low for these countries.

But what about the countries for which the $R L E_{15}$ still starts below age 65 ? For example, in the E/SE/S Asian EMs, the age at which the $R L E_{15}$ starts is not projected to rise above 65 until the mid-2020s in Indonesia, the early 2040s in India and in the Philippines, and the early 2060s in Pakistan. Elsewhere, the age at which the $R L E_{15}$ starts is forecast to rise above 65 in Egypt in the late 2020s, in Russia in the mid-2030s, and in South Africa in the early 2040s. Thus, the implication here is that based on this particular construction of dependency, the 'boundary' of 'dependency' is set too high in our forecasts until this point is reached.

In sum, if we consider $R L E_{15}$ as an alternative 'boundary' of 'dependency' based upon a set of assumptions about the concentration of ill health and other care needs, it becomes clear that the persistent use of the chronological age of 65 as a boundary does not reflect the dynamic nature of shifting patterns of mortality and life expectancy.

Figure 9:
The age at which RLE $_{15}$ begins in four groups of EM countries. [a] E/SE/S Asia; [b] Latin America; [c] MENA; [d] Others


Note: $\mathrm{CHN}=$ China, IND = India, IDN = Indonesia, MYS = Malaysia, PAK $=$ Pakistan, PHL $=$ Philippines, THA = Thailand (East/SE/South Asia); ARG = Argentina, BRA = Brazil, CHL = Chile, COL = Colombia, MEX = Mexico, PER = Peru (Latin America); EGY = Egypt, JOR = Jordan, TUN = Tunisia, TUR = Turkey (Middle East and North Africa); POL = Poland, RUS = Russia, and ZAF = South Africa (Other).
Source: authors calculations based on UNPD 2013.

### 3.2 Prospective old-age dependency ratios for EMs

As we noted above, Sanderson and Scherbov have developed an alternative set of measurements that translate the shifting patterns of $R L E_{15}$ as a 'boundary' of 'dependency' into a ratio. As we explained above, the prospective old-age

Figure 10a:
Comparing OADR with POADR in four groups of EM countries. [a] E/SE/S Asia; [b] Latin America; [c] MENA; [d] Others


dependency ratio $[P O A D R]$ takes the denominator as a fixed lower bounded age (here, 20 chronological years of age) through to a dynamically changing upper bound effectively set at the point at which the $R L E$ is 16 years. The numerator is taken to be the entire population aged at or above the age in the life table at which the $R L E$ is (or is forecast to be) 15 years. Figures 10a-d compare the 'standard' OADR with the $P O A D R$ calculated for each EM country. (Note that the complete schedules of $O A D R$ and $P O A D R$ for all EMs are reproduced in Appendix A. Furthermore, for purposes of comparison, an abridged dataset of $P O A D R$ s for other countries can be downloaded from this website).

Each of the Latin American EMs is characterised by significant gaps between the $O A D R s$ and the recalculated $P O A D R$ s, largely due to the relatively low fertility rates coupled with strong improvements in mortality patterns in these countries. By the end of the forecast period, the $O A D R s$ in Argentina, Colombia, Mexico, and Peru

Figure 10b:
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are around twice as high as the $P O A D R s$, with this multiple rising to around 2.5 in Brazil and to almost 3.0 in Chile.

In $\mathrm{E} / \mathrm{SE} / \mathrm{S}$ Asia, the picture is more mixed. In Thailand, there is a large difference between the forecast $O A D R$ and the $P O A D R$ owing to this country's very low fertility rate and improvements in mortality. More modest differences can be found in Indonesia, Malaysia, and China. However, given China's population size and economic power, even a relatively modest difference in the 'dependency ratio' could have important ramifications not just for China itself, but for the region as a whole. The differences between the $O A D R$ and the $P O A D R$ are much smaller in the other EMs in the region, even at the end of the forecast period. In Pakistan and the Philippines, the pace of population ageing is relatively slow due to persistently high fertility rates, and the differences between the ratios are also small. A final point regarding national heterogeneity should be made here. In all of the countries in this region - indeed, in all of the EMs - there are important regional differences in fertility and mortality levels and in migration patterns; and, hence, in degrees of population ageing. It is important to keep this regional heterogeneity in mind when

Figure 10c:

considering the world's two population 'billionaires': China and India. Given their sheer size and the power exercised by their provincial-level governments, we can expect to observe substantial regional variation within China and India.

The MENA EMs also represent something of a 'mixed bag.' In both Tunisia and Turkey, there are very large differences between the $P O A D R s$ and the $O A D R s$ by mid-century, with the prospective-based ratio being roughly half as large as the $O A D R s$. Again, these gaps are largely attributable to the relatively low fertility rates and strong improvements in mortality in these counties. In Jordan and Egypt, by contrast, higher fertility rates and worse mortality conditions result in lower overall $O A D R \mathrm{~s}$; and thus in smaller, but still notable, gaps between the $O A D R \mathrm{~s}$ and the POADRs.

Finally, in the category of 'other EMs', we again see large differences. Low fertility and mortality improvements in Poland lead to rapid ageing under the OADR measurement: i.e., to a ratio of 0.65 by 2050 . However, under a scenario using prospective calculations, this increase is much more modest, from around 0.18 today to 0.35 by mid-century. Russia's very poor mortality track record contributes to the

Figure 10d:
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Note: $\mathrm{CHN}=$ China, $\mathrm{IND}=$ India, $\mathrm{IDN}=$ Indonesia, MYS $=$ Malaysia, PAK $=$ Pakistan, PHL $=$ Philippines, THA $=$ Thailand (East/SE/South Asia); ARG $=$ Argentina, BRA $=$ Brazil, $\mathrm{CHL}=$ Chile, $\mathrm{COL}=$ Colombia, $\mathrm{MEX}=$ Mexico, PER = Peru (Latin America); EGY = Egypt, JOR = Jordan, TUN = Tunisia, TUR = Turkey (Middle East and North Africa); POL = Poland, RUS = Russia, and ZAF = South Africa (Other).
Source: authors calculations based on UNPD 2013.
relatively modest differences between the $O A D R$ and the $P O A D R$ in that country. Finally, in South Africa, relatively high fertility and relatively poor mortality conditions lead to lower overall rates of ageing.

A final point can be made that links back to the previous discussion on setting the RLE at 15 years. For a large number of the analysed countries, the $P O A D R$ had been higher than the $O A D R$ in the recent past. Indeed, in some countries (Egypt, Indonesia, India, Pakistan, South Africa, and Russia), the POADR is still higher than the $O A D R$ today; albeit usually by very modest amounts. This implies that based on our construction of dependency, ageing may have been 'undermeasured' in the past when the $O A D R$ alone was used.

## 4 Discussion

There are, of course, a large number of limitations to our exercise. The first concerns the 'independent' population, or the denominator. For consistency, we set the lower bound at 20 years of chronological age across the entire country set. It, is, however, clear that this cut-off point is much more appropriate for some countries rather than for others. Compare, for example, Pakistan and Brazil, where the 2010 labour force participation rates of males aged 15-19 were higher than $50 \%$; with Russia and Poland, where the same rates were lower than $10 \%$ (ILOSTAT 2014). The second concern relating to the calculation of the denominator is that the 'nature' of these denominators could differ across the EMs, as this denominator is weakly defined not only in our calculations, but also in the $O A D R$. In assuming that the total number of people between age 20 and $>R L E_{15}$ represent a de facto labour force, we do not take into account the very different characteristics of these 'working-aged' populations across this rather heterogeneous group of EMs. For example, countries differ in the degree to which their labour market is formalised, and in their levels of labour force participation, particularly among women. Moreover, it is clear that the structural issues surrounding pensions and old-age care liabilities are not the same across countries. As we noted in the background section above, we need to account for differences across countries not only in the types of pensions that are prevalent, but in current levels of liability for pension and care provision.

A second point of criticism lies in the definition and use of $R L E_{15}$ as a boundary for 'dependency'. First, there is clearly an issue relating to the creation of binary 'dependent' and 'independent' populations. Just as proponents of the OADR are foolish to assume that people become 'old' and 'dependent' upon reaching their 65th birthday, proponents of the POADR could very well be open to the same charge for assuming that people become dependent upon reaching the age at which RLE equals 15 years. Second, setting the RLE at 15 years is arbitrary, and is based on relatively little solid empirical evidence. Third, by applying this boundary across the entire population, differences in health and mortality (by, for example, gender, occupation, and class) are ignored. The importance of this problem is emphasised in Sanderson and Scherbov 2014, which utilises survey data to measure the speed of ageing across population subgroups in the US. Fourth, the use of $R L E_{15}$ over the entire projection period does not allow for further delays in the onset of morbidity and ill health, and thus for a potential decrease in the number of years spent in so-called 'dependency'.

The final criticism revolves around the assumptions employed in the exercise. Again, for consistency, we have used the latest UN World Population Prospects for all countries. Assumptions regarding future improvements in mortality are taken for granted here, even though these improvements may not occur. However, the scholarly consensus regarding the fertility assumptions employed by the UN especially in settings characterised by very low fertility - is much less solid (see, for example, Basten et al. 2014).

While all of these limitations are significant, it is also important to note that we do not intend to present these alternative measurements of population ageing as some kind of panacea. In the first section of the paper, we demonstrated why the conventional means of measuring population ageing using the old-age dependency ratio is increasingly obsolete in Europe and North America, and - arguably, even more so - in many EMs.

In the current paper, we have attempted to present just one of the alternative approaches that could be used to study (and measure) population ageing and 'dependency' in EMs. This alternative measurement is just another tool that can be added to the demographer's toolkit, and that can be recommended to policy-makers and other stakeholders in EMs. If this measurement approach empowers policymakers to take a more 'rational' view of population ageing - i.e., a perspective that takes into account improvements in health and longevity, and that guides them away from a worst-case scenario of a seemingly unavoidable future characterised by intense and rapid population ageing, as the $O A D R$ projections tend to show - and thus to avoid 'policy paralysis', then it will prove useful.

Finally, the real contribution of these alternative measurements is that they might lead policy-makers and other stakeholders in EMs to think much more carefully and deeply about what the precise challenges of an ageing population actually are. Only by designing and executing improved measurements can demographers identify where the future stresses might lie in different scenarios of population ageing. Since the EM economies are, by their very nature, 'emerging', the future implications of an ageing population are likely to be very different in these countries than in the OECD or the EU countries. Arguably, the EMs still have substantial opportunities for harnessing the demographic dividend. For example, they could formalise the labour market (which would increase contributions to existing pension systems and help in the development of future social welfare programs); they could further develop their human capital and their technological assets (to increase productivity); and they could encourage the provision of services through the private sector. In sum, if we compare the EMs with the countries of Europe, we can see that the current nature of ageing and of 'dependency' (and the boundaries of 'old age' and 'dependency') differ considerably between them, but so does the outlook for the future.
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Appendix: OADR and POADR for EMs, a subset of countries

| Country | Measure | 1980 | 1990 | 2000 | 2010 | 2013 | 2020 | 2030 | 2040 | 2050 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ARG | POADR | 0.165 | 0.169 | 0.159 | 0.145 | 0.143 | 0.142 | 0.150 | 0.159 | 0.184 |
| BRA | POADR | 0.102 | 0.088 | 0.079 | 0.081 | 0.081 | 0.089 | 0.113 | 0.149 | 0.183 |
| CHL | POADR | 0.116 | 0.098 | 0.092 | 0.091 | 0.093 | 0.104 | 0.134 | 0.184 | 0.213 |
| CHN | POADR | 0.127 | 0.122 | 0.122 | 0.119 | 0.126 | 0.160 | 0.213 | 0.297 | 0.314 |
| COL | POADR | 0.099 | 0.086 | 0.078 | 0.075 | 0.077 | 0.089 | 0.118 | 0.152 | 0.176 |
| EGY | POADR | 0.129 | 0.131 | 0.135 | 0.124 | 0.126 | 0.125 | 0.135 | 0.137 | 0.156 |
| IDN | POADR | 0.126 | 0.112 | 0.111 | 0.102 | 0.103 | 0.115 | 0.149 | 0.191 | 0.225 |
| IND | POADR | 0.135 | 0.133 | 0.123 | 0.114 | 0.116 | 0.130 | 0.151 | 0.173 | 0.198 |
| JOR | POADR | 0.110 | 0.101 | 0.076 | 0.068 | 0.067 | 0.070 | 0.083 | 0.110 | 0.148 |
| MEX | POADR | 0.085 | 0.074 | 0.071 | 0.071 | 0.073 | 0.078 | 0.099 | 0.127 | 0.172 |
| MYS | POADR | 0.105 | 0.089 | 0.082 | 0.085 | 0.089 | 0.101 | 0.129 | 0.153 | 0.175 |
| PAK | POADR | 0.110 | 0.106 | 0.106 | 0.102 | 0.099 | 0.097 | 0.114 | 0.132 | 0.166 |
| PER | POADR | 0.110 | 0.088 | 0.081 | 0.083 | 0.083 | 0.085 | 0.097 | 0.120 | 0.150 |
| PHL | POADR | 0.106 | 0.092 | 0.090 | 0.092 | 0.094 | 0.108 | 0.124 | 0.136 | 0.149 |
| POL | POADR | 0.190 | 0.194 | 0.192 | 0.171 | 0.165 | 0.191 | 0.261 | 0.263 | 0.289 |
| RUS | POADR | 0.184 | 0.196 | 0.268 | 0.217 | 0.217 | 0.255 | 0.308 | 0.293 | 0.322 |
| THA | POADR | 0.086 | 0.073 | 0.087 | 0.105 | 0.108 | 0.127 | 0.187 | 0.264 | 0.332 |
| TUN | POADR | 0.120 | 0.109 | 0.114 | 0.106 | 0.102 | 0.111 | 0.148 | 0.187 | 0.222 |
| TUR | POADR | 0.122 | 0.101 | 0.110 | 0.107 | 0.104 | 0.106 | 0.128 | 0.158 | 0.198 |
| ZAF | POADR | 0.146 | 0.117 | 0.107 | 0.142 | 0.138 | 0.143 | 0.147 | 0.142 | 0.161 |
| ARG | OADR | 0.155 | 0.175 | 0.186 | 0.190 | 0.193 | 0.209 | 0.237 | 0.273 | 0.343 |
| BRA | OADR | 0.091 | 0.089 | 0.101 | 0.117 | 0.126 | 0.155 | 0.221 | 0.294 | 0.396 |
| CHL | OADR | 0.113 | 0.112 | 0.129 | 0.153 | 0.164 | 0.201 | 0.302 | 0.388 | 0.449 |
| CHN | OADR | 0.105 | 0.106 | 0.116 | 0.127 | 0.133 | 0.181 | 0.262 | 0.380 | 0.425 |
| COL | OADR | 0.088 | 0.088 | 0.090 | 0.100 | 0.108 | 0.138 | 0.197 | 0.254 | 0.314 |
| EGY | OADR | 0.102 | 0.104 | 0.111 | 0.103 | 0.107 | 0.115 | 0.140 | 0.158 | 0.210 |
| IDN | OADR | 0.081 | 0.078 | 0.086 | 0.089 | 0.091 | 0.107 | 0.152 | 0.212 | 0.269 |
| IND | OADR | 0.078 | 0.080 | 0.085 | 0.092 | 0.094 | 0.108 | 0.136 | 0.166 | 0.208 |
| JOR | OADR | 0.088 | 0.086 | 0.068 | 0.066 | 0.067 | 0.076 | 0.103 | 0.151 | 0.221 |
| MEX | OADR | 0.094 | 0.095 | 0.097 | 0.110 | 0.115 | 0.141 | 0.189 | 0.273 | 0.353 |
| MYS | OADR | 0.079 | 0.073 | 0.073 | 0.084 | 0.091 | 0.112 | 0.160 | 0.205 | 0.275 |
| PAK | OADR | 0.088 | 0.089 | 0.090 | 0.088 | 0.086 | 0.084 | 0.101 | 0.120 | 0.155 |
| PER | OADR | 0.084 | 0.085 | 0.095 | 0.111 | 0.116 | 0.133 | 0.174 | 0.233 | 0.304 |
| PHL | OADR | 0.076 | 0.069 | 0.068 | 0.073 | 0.075 | 0.091 | 0.114 | 0.134 | 0.159 |
| POL | OADR | 0.178 | 0.176 | 0.206 | 0.208 | 0.222 | 0.295 | 0.385 | 0.423 | 0.554 |
| RUS | OADR | 0.171 | 0.171 | 0.203 | 0.199 | 0.197 | 0.236 | 0.305 | 0.304 | 0.360 |
| THA | OADR | 0.082 | 0.083 | 0.109 | 0.137 | 0.148 | 0.199 | 0.316 | 0.458 | 0.575 |
| TUN | OADR | 0.080 | 0.090 | 0.114 | 0.115 | 0.116 | 0.147 | 0.223 | 0.297 | 0.412 |
| TUR | OADR | 0.105 | 0.093 | 0.113 | 0.123 | 0.126 | 0.151 | 0.205 | 0.279 | 0.374 |
| ZAF | OADR | 0.069 | 0.068 | 0.065 | 0.094 | 0.099 | 0.113 | 0.132 | 0.139 | 0.174 |

Note: $\mathrm{CHN}=$ China, $\mathrm{IND}=$ India, $\mathrm{IDN}=$ Indonesia, MYS $=$ Malaysia, PAK $=$ Pakistan, PHL $=$ Philippines, THA = Thailand (East/SE/South Asia); ARG = Argentina, BRA = Brazil, CHL $=$ Chile, COL $=$ Colombia, MEX $=$ Mexico, PER = Peru (Latin America); EGY = Egypt, JOR = Jordan, TUN = Tunisia, TUR = Turkey (Middle East and North Africa); POL = Poland, RUS = Russia and ZAF = South Africa (Other); POADR = prospective old age dependency ratio, OADR = old-age dependency ratio.
Source: authors calculations based on UNPD 2013.
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#### Abstract

This paper contributes to our understanding of the demographic developments and the transition to older age structures in the sparsely populated Arctic region: in Iceland and in the two Danish autonomous territories of the Faroe Islands and Greenland. We compare the population ageing dynamics of the region with those of mainland Denmark for the 1980-2015 period. We also examine whether population ageing has been developing differently in the communities of the North than in Denmark, and shed light on the question of whether a regionally specific policy approach to population ageing is required. In our study, ageing is measured by applying a dual methodology. The two sets of indicators are based on calculations of "chronological" and "prospective" ages. The latter is an innovative approach developed by Sanderson and Scherbov (2008) that considers improvements in life expectancy over time. Our results show that the size of the North Atlantic region's older population is well below the Danish national average. According to chronological indicators, the ageing rates have been rising in recent years. Prospective indicators, which take into account changes in population longevity, also provide information about competing trends in population rejuvenation. In addition, the prospective approach reveals a cross-territorial convergence in recent decades, as well as a slower pace of ageing that can be accounted for in policy planning.


[^4]
## 1 Introduction

### 1.1 Study aims

The dynamics of "getting older" are central to "every single aspect of planning at every single imaginable level: from the individual to the workplace to the societal to the global levels" (Leeson 2002, 5). Indeed, the phenomenon of population ageing, which is currently taking place almost everywhere in the world, is unfolding on a scale hitherto unseen in human history. The question of how societies should deal with population ageing has sparked heated debates across political and scientific forums, especially in countries where life expectancy is very high, and the population has reached its highest-ever point in terms of maturity (World Health Organization 2011). At the same time, in the existing research, ageing that occurs at a subnational and at smaller territorial levels has received considerably less attention than ageing in major world regions and across countries.

Past research has shown that the rate of population ageing observed within remote communities of the Arctic region differs, sometimes significantly, from the average rates of the countries to which those communities belong, and from the rates of the southern territories of Arctic countries. This pattern has been observed in various parts of the Arctic, such as in the Barents Euro-Arctic region (Danilova et al. 2011; Nummela et al. 2011; Emelyanova and Rautio 2012; Emelyanova and Rautio 2016), the Russian North (Danilova and Golubeva 2011; Emelyanova and Rautio 2013), the Nordic region (Nordregio publications, cited below), the North American Arctic (Moore and Pacey 2004; Hamilton and Mitiguy 2009; Wilson et al. 2012; Lewis 2013), and across the Arctic as a whole (Larsen and Fondahl 2014; Emelyanova 2015). These authors have generally found that the ageing process in the sparsely populated communities of the Arctic can transform those communities at every level, and can profoundly distort the age composition of local populations. Subnationallevel data from these studies suggest that policy action on ageing that takes into account the particular characteristics of the North is needed, and that modifications of policy action at the national level may be required if cross-territorial differences are found to be substantial.

The North Atlantic region of the Arctic includes Iceland and two autonomous territories of Denmark: namely, the Faroe Islands and Greenland (Figure 1). These areas have many common features. For example, all of these areas have (i) a closed geographical location, (ii) a high degree of peripherality and isolation, (iii) geopolitical status as part of Europe, (iv) an egalitarian social structure, (v) a parliamentary system of government, (vi) a small domestic market with fishing being a predominant source of income, and (vii) a population living in either relatively small urban centres or remote settlements. There is something of a gap in the demographic literature on this part of the Arctic, especially with regard to the ageing of its population. We aim to fill this gap with this study.

Several papers published in English have contributed to our understanding of the demography of coastal societies of the North Atlantic (Foss and Juvkam 2005;

Figure 1:
The area of the study: North Atlantic, including Iceland, Greenland, and the Faroe Islands


Source: The North Atlantic Marine Mammal Commission, http://www.nammco.no/.

Gløersen 2005; Rauhut et al. 2008; Hansen et al. 2011; Rasmussen 2011; Hansen et al. 2012b; Hörnström and Roto 2013, Roto et al. 2014, Roto and Rasmussen 2016). However, relatively few of these papers have addressed the issue of societal ageing, even though population ageing, along with urbanisation, are among the most pronounced demographic trends of recent years.

According to the sources cited above, the demographics of the North Atlantic region have changed dramatically over the past 40 years. Migration has been a strong driver of this change, with many consequences for the age structures of small communities. Currently, as in the past, large-scale industrial projects and recurrent financial crises in the region are triggering waves of migration. For instance, the
main demographic crisis in the Faroe Islands is related to changes in the fisheries sector. While the sector was successful in the 1970s, it experienced a collapse associated with overfishing in the 1990s, which in turn led to overinvestment, unemployment, and out-migration. As a result of heavy emigration between 1989 and 1994, the population of the Faroe Islands declined by $10 \%$. Since the 2000 s, positive economic changes have stabilised migration. In the case of Greenland, the island moved from Danish colonial status to Home Rule in 1979. This new status led to a large wave of out-migration, and the emigration rate of native Greenlanders did not decrease until more attractive workplaces were established and investments in education were made in the territory. Thousands of people emigrated from Iceland in 2008-2009 in the wake of the financial collapse of 2008; this was the largest wave of migration from Iceland since 1887.

These historical events have caused the populations of the North Atlantic region to age rapidly. Although the region still has higher birth rates than most European countries, emigration rates have been especially high among people of reproductive ages. The older population has risen most sharply in Iceland and in Greenland, where the age structures had been young, but changed due to significant outflows of people of childbearing age, and particularly of young women pursuing educational and career opportunities elsewhere. As these trends have distorted the birth-death balance, societal ageing has become particularly intense in remote coastal areas of the North Atlantic.

In light of these developments, the aim of this paper is to construct a comprehensive cross-regional profile of demographic ageing in the North Atlantic for the 1980-2015 period using the available background data. We identify the major demographic events that have been contributing to the shift towards the ageing of the North Atlantic populations. In addition to using the traditional approach to measuring ageing, we are rethinking ageing trends, and thus apply a new "prospective" methodology. This approach allows us (i) to identify the oldest and the youngest areas in the region, as well as the areas that are ageing the fastest and the slowest (or that are, by contrast, rejuvenating); (ii) to compare the ageing rates of the Danish autonomous territories to those of mainland Denmark; and, finally, (iii) to examine whether the ageing trends are converging or diverging across the countries and territories of the North Atlantic. The analysis will be of interest to demographers, social scientists, and policy planners. Appendix 1 summarises the ageing rates for the North Atlantic and Denmark for both sexes for the period under study.

### 1.2 Methods

In this study, we measure population ageing by applying a dual methodology, and compare the results of the traditional and the new "prospective" approaches to measuring ageing. The main difference between the two methodologies is the age on which these measures are based: the chronological age or the prospective age.

The traditional indicators of population ageing include the median age (MA), the share of people over the age of 60 (Prop 60+), the ageing index (AI), and the oldage dependency ratio (OADR) (e.g., monitored in United Nations 2015). The MA is represented by a line drawn to numerically divide the population into two equal parts: one older and one younger than the age at the dividing line. The Prop 60+ relates the population aged 60 and older to the total population. The AI refers to the percentage of people aged 60 and older divided by the number of children aged zero to 14 . The OADR relates the number of people aged 60 and older to the number of people aged 15 to 59 .

These indicators are based on chronological age; that is, on the number of years already lived. As these indicators are monitored internationally and are cited in most studies on societal ageing, they allow researchers to make broad regional and even global comparisons of ageing trends. The computation techniques used to construct these indicators are relatively simple, as they involve subdividing population statistics by age and sex. In this text, we refer to results related to these indices as having been measured in a "traditional" or a "chronological" way.

Traditional measures are based on a simplified understanding of ageing, with chronological age being the only parameter considered. However, a number of scholars have recently argued that these indicators are too limited (Denton and Spenser 2000; Sanderson and Scherbov 2008, 2010). According to these authors, the age of an individual is not commensurable across different historical points in time. For example, a Greenlander who was aged 60 in 1900 had far fewer remaining years of life than his 60-year-old descendant living today due differences in life expectancy (LE), health, and well-being during these two periods. These observations have led scholars to rethink how we measure age and ageing, with new metrics of ageing being introduced by Scherbov and Sanderson (2008). These new measures incorporate changes in people's characteristics beyond traditional chronological age, such as prospective age and changes in remaining life expectancy (RLE).

If we are considering purely chronological age, we know that a person who had reached the age of, say, 50 in 1900 or in 2015 had lived for precisely 50 years. If, however, we are considering prospective age, we cannot assume that the person's remaining number of years was constant between 1900 and 2015, given that today's LE at older ages is longer and is continually increasing. For a more detailed explanation of prospective age, we refer the reader to the publications of Sanderson and Scherbov (2008, 2013, 2016), who originated and developed the concept of prospective ageing.

Here we give one explanatory example linked to the North Atlantic context. In 1900, a 50-year-old Icelandic woman had 20.4 remaining years to live, while a 50 -year-old Icelandic man had 17.4 remaining years to live (Table 1). We estimated new prospective ages in 1950, 2000, and 2015 based on these RLEs from 1900. Between 1900 and 2015, the prospective ages of 50-year-old Icelandic men and women rose by around 15 years. Thus, in Iceland in 2015, 66-year-old women and 67-year-old men were "the new 50-year-olds" relative to their forebears of 1900. This substantial

Table 1:
The calculated prospective ages in 1950, 2000, and 2015 at which remaining life expectancy (RLE) is the same as at the age of 50 in 1900, by sex, standard year Iceland 1900

|  | Males | Females |
| :--- | :---: | :---: |
| RLE at the age of 50 in 1900 | 17.4 | 20.4 |
| 1950 | 60.3 | 59.8 |
| 2000 | 65.4 | 64.0 |
| 2015 | 67.4 | 66.1 |

Source: Data on life expectancies at different ages were obtained from the Human Mortality Database and Statistics Iceland (for the year 2015). Prospective ages are calculated by the authors.
growth in RLE cannot be ignored when population ageing is measured, as failing to take prospective age into account may give a false picture of how old the society in question was in the past, is in the present, and will be in the future.

The prospective indicators in this analysis include the share of people with an RLE of 15 years or less (Prop RLE 15), the prospective median age (PMA), the prospective ageing index ( PAI ), and the prospective old-age dependency ratio (POADR). The PMA is derived from the life table in which the remaining LE is the same as the MA in the reference year: in this study, the life table refers to Iceland in 2005. The Prop RLE 15 is calculated as the number of people in age groups in which the RLE is 15 years or less, divided by the total population. The POADR makes the share of people older than the RLE of 15 years or less the old-age threshold in the numerator, which is divided by the number of people between the ages of 15 and the old-age threshold. The PAI relates the number of people older than RLE 15 or less to the number of children between the ages of zero and 14. More information on the computation techniques used for prospective indicators can be found in the publications of Sanderson and Scherbov from 2008 to 2016 (see references).

Prospective indices consider changes in longevity, and refer to a floating number of prospective years to live, as denominated in Table 1, instead of a constant number of chronological years. For the chronological indices, a 60-year age threshold is used in the calculations. It may sound artificial to consider all people older than age 60 as old. This population group is highly heterogeneous and is largely still productive in labour market terms. Moreover, retirement ages can be well above 60; in Iceland, for example, the official retirement age is 67 (Hansen et al. 2012, 18). However, this analysis focuses on demographics rather than on labour force analysis, and 60 is chosen as a reasonable basis for cross-regional comparisons. As the age threshold of 60 is used in a pan-Arctic study on ageing (data available in Emelyanova [2015]), relying on this threshold also facilitates numerical comparisons on ageing between the North Atlantic and the rest of the Arctic region. Regardless of whether we use
an age threshold of 60 or 65 , the trends in ageing dynamics measured will show the same pattern.

## 2 Results and discussion

The North Atlantic region has a population that is already out of balance in many respects (Rauhut et al. 2008; Hansen et al. 2011, 2012a, 2012b; Roto et al. 2014). The complex interrelations of migration, natality, death rates, and family choices suggest that the size and the characteristics of this population are changing dramatically, and that policy regulation is needed. Without entering into a broader discussion of these issues, it is important that we mention several intraregional demographic features of the area under study: (i) North Atlantic reproduction rates are comparatively high, but have been declining in recent decades due to changes in mortality and fertility; and (ii) migration heavily distorts the birth-death balance, and leads to particularly intense societal ageing trends in rural and remote areas. These areas are ageing rapidly because large shares of young people (notably young women) leave to find employment, marry, and further their education in the capitals and larger cities of the North Atlantic, including Nuuk, Reykjavik, Akureyri, and Tórshavn. Below, we identify the scope of ageing heterogeneity and cross-territorial trends for recent decades in the North Atlantic setting.

### 2.1 Patterns of longevity at a later age

Longevity is a powerful driver of population ageing. Greenland's average LE was lower than that of Iceland and the Faroe Islands at the beginning of the 1980s, which caused a noticeable cross-territorial gap. In 2015, the populations of Iceland and the Faroe Islands had a life expectancy of 82 years, or eight years more than the population of Greenland (Statistics Iceland 2016; Statistics Faroe Islands 2016; Statistics Greenland 2016). In fact, Icelandic men have a LE at birth (81 years) that is among the highest in the world, and that is two years higher than the LE of Faroese men. The life expectancies of Icelandic females and males have been steadily converging due to male "leapfrogging" (Statistics Iceland 2016).

Alternative measures of ageing use the expected time to death derived from life tables. Lutz and colleagues have argued that the traditional LE at older ages should be complemented with estimates of how many people with an RLE of 15 years or less there are in the population, as these people are more likely to be dependent on public services than the population aged 60 or $65+$ (Lutz et al. 2008). While life expectancy has increased across the region, it has grown to varying degrees at different ages (Table 2). Longevity has clearly risen more slowly at later ages than at birth. For example, an average increase of 5-8 years in LE at birth translates into an average increase of just $1-4$ years at the ages at which RLE is equal to 15 (Age RLE 15). In recent decades, the growth in the age at which RLE 15 is reached has
been insignificant among Greenlandic men and women, but has been particularly strong in the Faroe Islands due to recent increases in longevity, and possibly due to improvements in the national health care system.

Another indicator that directly reflects changes in longevity is the median age (MA). If we compare the MA standardised for expected RLE (prospective) with traditional (retrospective) LE, we see that the MA provides more accurate estimates of changes in the length of a population's life and health. The MA in the North Atlantic has been gradually rising for both sexes, and has increased by almost 10 years over the past three decades. In 2013, the MA of the region's population reached 36 years, or four years lower than the Danish MA. In 1980, by contrast, the MA of the North Atlantic population was eight years lower than the Danish MA. While the cross-territorial differences have diminished, the gender gap in the MA has been consistent throughout the period, with women having an MA that was 2-3 years higher than that of men in all territories.

The median age has increased due to two trends that have intensified since the end of the 1960s: decreasing birth rates and increasing LE. While the birth rates in the North Atlantic have declined slightly less than in the Nordic region, and considerably less than elsewhere in Europe, these decreases have still been pronounced. Whereas the TFR (total fertility rate) in Iceland rose as high as four in 1964, it had fallen to 1.8 by 2015 (Statistics Iceland 2016). In Greenland, the TFR decreased from 2.7 in 1970 to 2.0 in 2015 (Statistics Greenland 2016). In the Faroe Islands, the TFR declined from 3.4 to 2.4 over the same period (Statistics Faroe Islands 2016). Deviations from the levels of fertility attained will also have large effects on population change. According to United Nations forecasts, Iceland and the Faroe Islands will have TFRs of 1.8 in 2050; while according to the authors' projections, the TFR in Greenland will grow to 2.2 by 2050.

Future birth rates could also be affected by national policies, and, to some extent, by abortion rights. In Greenland, women have full access to abortion services; while in the Faroe Islands and Iceland, access to abortion is restricted to certain cases of medical or social necessity. The abortion rate in Greenland grew substantially over several decades prior to the 2000 s, whereas in the other two territories, where abortions are restricted, the rates have been low (Johnston 2016). However, there have been no drastic changes in abortion rates in the recent past, possibly because more information is being made available about contraception and family planning. The question of why these policies have affected fertility rates at the local level needs to be further investigated. It has been suggested that the North Atlantic is entering the final stage of the Demographic Transition model (from high to low births and deaths). Additional changes in fertility at the local level could be caused by higher educational attainment, financial uncertainties and crises in local economies, intense urbanisation, the labour market behaviour of higher educated women, and other local factors.

Conventional median ages have been compared to PMAs, which are calculated on the basis of period life tables and adjusted to the respective changes in life expectancy. Just as economic analysts compute the outputs of various countries
Table 2:
Longevity indicators in Denmark and the North Atlantic region by sex (male/female), 1980/2012

|  | Denmark |  | Greenland |  | The Faroe Islands |  | Iceland |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1980 | 2012 | 1977-1981 | 2008-2012 | 1985-1986 | 2011-2012 | 1980 | 2012 |
| Life expectancy at birth | 71.4/77.4 | 78.0/81.9 | 60.3/67.7 | 68.7/73.4 | 72.1/79.4 | 79.6/84.6 | 73.5/79.5 | 80.8/83.9 |
| Life expectancy at age 60 | 17.1/21.6 | 21.6/24.2 | 15.6/17.9 | 16.4/18.6 | 18.3/21.9 | 22.5/ 24.9 | 19.3/23.0 | 23.4/25.4 |
| Age RLE 15 | 63.1/68.6 | 67.9/71.1 | 61.0/64.6 | 61.9/64.7 | 64.5/68.7 | 69.2/72.1 | 65.8/70.4 | 69.0/72.4 |
| Median age | 33.0/35.3 | 39.9/41.7 | 24.7/22.5 | 35.1/32.0 | 28.4/28.3 | 37.6/39.3 | 26.3/27.3 | 34.7/35.9 |
| Prospective median age | 43.5/36.9 | 45.1/39.5 | 37.1/33.5 | 42.8/40.5 | 34.5/33.0 | 36.9/38.7 | 31.9/30.9 | 33.9/34.5 |

Note: "Age RLE 15" is the age at which RLE (remaining life expectancy) equals 15 years. Age RLE 15 data are calculated for a one- to five-year (Greenland) average. All median age data are provided for the cut-offs at 1980 and 2012.
Source: Data on life expectancy at birth, at age 60, and at the median age (except for Denmark) are provided by Statistics Denmark, Statistics Greenland, Statistics Faroe Islands, and Statistics Iceland.
using a standard currency, demographers calculate the PMAs of various territories using a common life table as a reference (see Sanderson and Scherbov 2008). In our study, we matched the MA to one standard life table: that is, the life table that refers to Iceland in 2005. We identified the ages at which the RLE was the same as at the MA in the indicated year for the same territory. Appendix 1 contains the resulting calculations for the PMAs. A different picture of ageing emerged when we applied this technique: while the PMA was growing, it was increasing at half the pace of the MA: over three decades, the PMA rose 3-4 years (males-females), while a commonly used MA increased $8-9$ years. Across the region, the PMA grew most rapidly in Greenland, where it increased 6.4 years in the 1980-2010 period. Over the same period, the PMA grew only 2.5 years in the Faroe Islands and in Iceland.

### 2.2 Age structure

In the North Atlantic, cohort effects as well as socioeconomic particularities continue to have a substantial impact on the development of the population age structure. One concern is that an ageing population may lead to increased demand for public services. Small island communities of the North Atlantic face many challenges related to ageing. For instance, because they have difficulties recruiting qualified specialists in gerontology, geriatrics, and other medical specialties, patients are sometimes sent for treatment to Denmark or Iceland. In addition to being expensive, this system can impose hardships on older people. Thus, further developments in local infrastructure and regional cooperation in the provision of medical care for the elderly are needed.

According to Gløersen et al. (2005: 64), demographic changes are "the most comprehensive synthetic indicator of economic and social dynamism", and have a big impact on age structure. The North Atlantic experienced strong population growth in the last century. At the beginning of the 20th century, approximately 100,000 people lived in the Faroe Islands, Greenland, and Iceland. Within one hundred years, the population of Greenland had increased more than fivefold, the population of Iceland had increased fourfold, and the population of the Faroe Islands had more than tripled. These growth rates are tremendous when compared with the general population declines that were occurring in Europe and in other regions of the Arctic. However, from the 1990s onwards, this growth trend reversed, and turned into a trend towards "thinning out societies" (Aasbrenn 1989).

Currently, the populations of the North Atlantic region have the lowest proportions of elderly people and the highest shares of children and young people in the Nordic country group. While Greenland has the youngest population by any measure (Foss and Juvkam 2005), its birth rates have been declining in the period studied. In Iceland, the share of young people in the population has also increased. Thus, compared with the rest of the Europe, the region has a relatively young labour force.

Figure 2:
Danish and North Atlantic proportions of the population with a remaining life
expectancy of 15 years or less (Prop RLE15-), sexes combined, (\%) of total
population, 1980-2010


Note: Dk: Denmark, Gl: Greenland, Fa: the Faroe Islands, Ic: Iceland. The data are the authors' calculations based on population counts and mortality numbers provided by Statistics Denmark, Statistics Greenland, Statistics Faroe Islands, and Statistics Iceland.

When the changes in broader population age groups (youth, adults, and the elderly) are tracked, clear shifts can be seen over the last three decades (Figure 2). The shrinking number of children and teenagers is a direct result of the tendency among young people in the North Atlantic to have fewer children. Urbanisation plays a large role in this shift. As Hansen et al. (2012) observed, the more rural areas of the Faroe Islands are experiencing a greater reduction in the proportion of the young people in the population than the rural areas of Greenland. Greenland has experienced a similar decline in its capital region, whereas in Iceland, there has been a decrease in all parts of the country.

Because of the relative lack of educational and employment opportunities in the North Atlantic, migration is a significant accelerator of population ageing in the region, causing the shares of young and working-aged people in the population to shrink. Although the North Atlantic is remote and travel is expensive, the people are mobile (Hansen et al. 2011), in part because Nordic citizens are permitted to move freely within the Nordic region under regional labour and educational policies (Dustmann and Albrecht 2011). There is, however, a noticeable gender discrepancy in the numbers of young people emigrating from small settlements, as women are more likely than men to permanently leave their home island communities and the region itself (Rasmussen 2005), taking with them their labour skills and potential offspring. More women than men from Greenland, and to a lesser degree from the Faroe Islands, have moved to Denmark to enter into interethnic marriages with

Danes. Some older people from Greenland and the Faroe Islands move to Denmark after retirement, which tends to increase the share of people aged 60+ in the Danish population. Figure 2 shows that Denmark had the largest share of people aged 60+ in the population in 1980 (19\%) and in 2010 (23\%).

Denmark also has the smallest share of children in the population. The North Atlantic regions used to perform better in this regard, and more data can be seen in Appendix 1. At the same time, an intense wave of out-migration of young people and children in recent years has caused the islands' populations to age even further. If we compare 1980 to 2010, we see that the proportion of working-aged (15-59) and older $(60+)$ people in the population increased by $0.9 \%$ and $5.5 \%$, respectively, in the Faroe Islands, by $2.1 \%$ and $5.3 \%$ in Greenland, and by $3.4 \%$ and $3.3 \%$ in Iceland.

### 2.3 Proportion of older people

Focusing specifically on the proportion of older people in the age structure, we see that the chronological age-based methods indicate that the sex balance has changed in recent years. From 1980 to 2013, the share of men aged 60+ in the population grew from $4.5 \%$ to $12 \%$ in Greenland. In Iceland, this share had reached $12 \%$ by the 1980s. The number of Icelandic men aged 60+ increased by almost one-third over this period. In 2013, the Faroe Islands had the highest share in the region of men aged $60+$ in the population $(20.6 \%)$. Among women aged $60+$, the fastest changes occurred in the Faroe Islands, where the share of older women in the population reached $23.2 \%$ in 2013. The share of women aged $60+$ in the population reached somewhat lower values in Iceland (19\%) and in Greenland (11.3\%) in 2013. In Greenland, the shares of men and women aged 60+ were roughly the same in 1980, but by 2013 , older men outnumbered older women. This is an unusual situation given that older women outnumber older men in most parts of the world. The explanations for this gender imbalance include the high rates of out-migration of women from the island since the beginning of the 1990s and the predominance of male-oriented employment sectors. Rauhut et al. (2008) also observed that the share of people aged $60+$ in the population is relatively low in Greenland due to the shorter LE and the fact that many pensioners choose to settle in Denmark.

The related Prop 60+ measure refers to the proportion of people considered old when the average remaining lifespan in their age group is less than 15 years. Figure 3 illustrates the evolution of Prop RLE 15 proportions in the 1980-2010 period. When we weight the RLE of all age groups with the proportions of people belonging to those age groups in the population, the dynamics of population ageing are altered. We see changes for both sexes: Prop RLE 15 declines slightly in every territory, except in Greenland due to its lower LE. At the end of the period, the differences between the North Atlantic territories diminish noticeably, and the ratios, including the OADRs, start to converge. Hence, the historical ageing trends look different than they did when we were using the conventional definition of elderly people.

Figure 3:
Danish and North Atlantic proportions of the population with a remaining life expectancy of 15 years or less (Prop RLE 15) by sex, (\%) of total population (1980-2010)


Note: The data are the authors' calculations based on population count and mortality numbers provided by Statistics Denmark, Statistics Greenland, Statistics Faroe Islands, and Statistics Iceland.

### 2.4 Dependency ratios

The old-age dependency ratio (OADR), a common measure of ageing, corresponds to the ratio between the number of older people and the total working-aged population (aged 15-59). The current OADRs were calculated based on the knowledge that the complementary measure, the young age dependency ratio, is higher in Iceland, Greenland, and the Faroe Islands than in other Nordic territories. For the middle-share ratios, there is, as mentioned above, an upwards trend in the migration of young, educated women to other economically prosperous areas and countries (Rasmussen 2011)

Over the study period, the highest OADR load for both sexes was in the Faroe Islands, followed by in Iceland. Greenland had the lowest OADR due to the relatively large share of young people in the age structure of its population. The speed of change of the ratio differed over the period, with the fastest growth occurring in the Faroe Islands, particularly among women. The OADR grew half
as quickly in Greenland and in Iceland as in the Faroe Islands among women. Greenland's male population experienced relatively fast OADR growth. Topping the whole North Atlantic region was Denmark, where the indicator was two to three times higher than in Greenland.

Given this pronounced growth in old-age dependency, as measured conventionally, over just over three decades, local governments and stakeholders may raise concerns about the sustainability of current welfare systems. However, it must be taken into account that, as people age, they tend to gain healthy years, and thus do not automatically become a burden on the health care and social welfare systems after the age of 60 . These dependency ratios change when the prospective OADR is calculated, as both the numerator and the denominator are affected by the oldage threshold. In the prospective OADR, the old-age threshold is connected to the floating LE, rather than being set at age 60. Increases in the threshold age (RLE 15) reduce the number of people considered old, and hence increase the share of people of working age. Figure 4 illustrates that the dependency ratios are much lower using this approach than using the chronological approach. The POADRs for both sexes and in all areas increase less rapidly than when the traditional OADR is applied. Moreover, the figure shows that the POADR has been slowly decreasing in most of the North Atlantic since the 1990s, whereas the OADR has been growing.

By replacing the number of people aged 60 years or older in the calculations with the number of people older than the specific old-age threshold, we provide a new type of evidence regarding societal dependency in old age, adjusted to longevity and health transformations. This exercise showed a decrease in dependency in Denmark and the Faroe Islands for both sexes, and for males in Iceland. One exception is Greenland, where the POADR has been growing. This trend is related to the accelerating ageing and the relatively early stage of the health and demographic transition of the Inuit population ("natives born in Greenland" in Statistics Greenland) who made up $89 \%$ of the total population in Greenland in 2015 (Statistics Greenland 2016).

### 2.5 Ageing indices

It is important to address the ageing index (AI) when analysing changes in age structure, as it is greatly influenced by survival and fertility rates. The composite AI shows the interrelations between the old and the young age groups, and estimates how fast a population is ageing by calculating the number of people aged $60+$ for every 100 young people under age 15 (the elder-child ratio). Figure 5 shows that the AIs generally increased among the populations in the North Atlantic between 1980 and 2010. The Faroe Islands had the highest AI for both sexes, followed by Iceland, with Greenland lagging considerably behind. The AIs of the Faroe Islands and Iceland grew rapidly in recent years due to the sharp rise in the proportion of the population with higher education, which is an important factor in falling birth rates, among other things. When comparing chronological and prospective AIs, it is

Figure 4:
Chronological and prospective old-age-based dependency ratios in Denmark and the North Atlantic region, sexes combined, 1980-2010


Note: OADR: Old-age dependence ratio, POADR: Prospective old-age dependency ratio. The data are the authors' calculations based on mortality numbers provided by Statistics Denmark, Statistics Greenland, Statistics Faroe Islands, and Statistics Iceland.
interesting to observe that the PAI values rose more slowly than the AI values, and that there were also some downwards trends, such as in the Faroese population after 1995. These developments led to a convergence (particularly among males) in the PAI rates by 2010 across the three North Atlantic territories (Figure 5).

## 3 Conclusion

The ageing variations across the North Atlantic considered in this study are determined by broad demographic drivers:

Figure 5:
Chronological and prospective old-age-based ageing indices in Denmark and the North Atlantic region, sexes combined, 1980-2010


Note: AI: Ageing index, PAI: Prospective ageing index. The data are the authors' calculations based on population counts and mortality numbers provided by Statistics Denmark, Statistics Greenland, Statistics Faroe Islands, and Statistics Iceland.

- Iceland and the Faroe Islands have one of the highest life expectancies in the world ( 82 years in 2015) and the lowest mortality levels in the world, whereas life expectancy in Greenland lags eight years behind (74 years in 2015).
- The TFR has historically been higher in the North Atlantic than in nearly every other country in Europe, but as was noted in the results and discussion sections, it has been falling since the end of the 1960s: i.e., the average TFR across the three territories declined from three in 1970 to two in 2015. This value is around the replacement level and above the Danish national average.
- A powerful ageing driver within this geography is the meaningful out-flow of college-bound youth (representing 15\% of youth emigration in the age group 20-24 in the Faroe Islands in 2015), and of educated people in older age groups, especially from rural areas (Statistics Faroe Islands 2016). This trend started to accelerate in the 2000s, and was accompanied by large waves of out-migration after the fishery/banking crises. In such conditions, ageing can exacerbate the challenges faced by rural and fishery communities, acting in concert with factors such as limited access to public services and transport, and decreasing income levels.

Following the study aims outlined in the introductory part of the paper, and based on the data summarised in Appendix 1, the results shed light on the oldest and the youngest, and the fastest and the slowest areas of ageing. The traditional measurements indicate that there has been an explicit upwards trend in ageing in all of the North Atlantic territories except in Denmark, where the MA and the OADR decreased in 1990-2000 and the AI decreased until 2010. In 2010 the most advanced ageing was found for the Faroese population, with Greenland lagging far behind. However, from 1980 to the present, Greenland (particularly the male population) has been experiencing the fastest ageing according to chronological measures, with the indices' values increasing two- to threefold. The trends in ageing in Greenland are also distinct in terms of sex differences, with older men outnumbering older women, which is rare worldwide. Meanwhile, the traditional indicators showed that Iceland has been ageing less rapidly, with its rates occupying a middle position between those of its two neighbours. Moreover, according to the chronological indices, the ageing rates in the North Atlantic territories have not been converging, but have instead been developing in parallel, while keeping the same ranking throughout the period.

The results of the prospective ageing indicators differed markedly from those of the chronological indicators. The prospective indicators showed that the ageing rates of the North Atlantic territories have been converging, and had reached almost the same degree of ageing by the 2010 observation, particularly among men. These findings diverge not just from those of traditional measurements of ageing dynamics, but from findings for some other regions of the Arctic, such as for the North American Arctic (Alaska and the Canadian North), where a high degree of cross-territorial divergence has been found (Emelyanova 2015). The ranking of the territories also changed. While the Faroe Islands had the highest chronological ageing rates, Greenland had the highest prospective estimates in 1980 and 2010 (e.g., PMAs). The prospective approach also showed a slower pace of ageing at several points in time. For Iceland and the Faroe Islands, this process even appeared to be
reversed in the most recent decade, signifying a so-called population rejuvenation. A rejuvenation trend was found when the POADR rates (2000s) were applied to these two territories, and the Prop RLE 15 was shown to have declined for males in Iceland and in the Faroe Islands over the 1980-1990 period. Similar trends in the PAI, the PMA, and the Prop RLE 15 after the 2000s were found among Faroese women. Almost all of the indices of prospective ageing for Denmark were shown to be decreasing.

The future path of ageing in the North Atlantic communities needs to be continually monitored and forecasted, as smaller populations can experience greater fluctuations and more abrupt changes in terms of age structure and population size than larger populations. The way ageing is measured also needs to be taken into account, as we have shown for the case of the North Atlantic in this study. The prospective measurement of ageing indicates that societal ageing is not developing as quickly or as linearly as the chronological approach has shown; thus, our understanding of the consequences of ageing and our responses to this phenomenon may need to be reconsidered.
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## Appendix

Table A.1:
Population ageing indicators for the North Atlantic region by sex, 1980-2010

| Year Sex | MA | PMA | Prop <br> $\mathbf{6 0 +}$ | Prop <br> RLE 15 | OADR <br> $\times \mathbf{1 0 0}$ | POADR <br> $\times \mathbf{1 0 0}$ | AI <br> $\times \mathbf{1 0 0}$ | PAI <br> $\times \mathbf{1 0 0}$ | Age 15 |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Greenland |  |  |  |  |  |  |  |  |  |  |
| 1980 | Males | 24.72 | 37.13 | 4.51 | 4.17 | 6.76 | 6.14 | 15.67 | 13.32 | 61.02 |
| 1990 |  | 28.53 | 40.49 | 5.45 | 5.81 | 7.74 | 8.26 | 22.60 | 24.42 | 59.23 |
| 2000 |  | 32.56 | 42.53 | 7.34 | 7.40 | 10.96 | 11.09 | 28.52 | 28.54 | 59.74 |
| 2010 |  | 35.08 | 42.84 | 10.85 | 8.80 | 16.12 | 12.78 | 49.71 | 39.45 | 61.90 |
| 1980 | Females | 22.52 | 33.51 | 6.54 | 4.50 | 10.55 | 7.22 | 20.74 | 13.55 | 64.63 |
| 1990 |  | 26.81 | 36.97 | 7.54 | 4.78 | 11.59 | 7.00 | 27.59 | 17.83 | 64.73 |
| 2000 |  | 29.59 | 41.69 | 8.66 | 7.10 | 13.84 | 11.09 | 30.13 | 24.64 | 62.54 |
| 2010 | 32.01 | 40.52 | 10.59 | 7.23 | 16.12 | 10.57 | 44.61 | 29.73 | 64.68 |  |

Table A.1:
Continued

| Year | Sex | MA | PMA | Prop $60+$ | Prop <br> RLE 15 | $\begin{gathered} \text { OADR } \\ \times \mathbf{1 0 0} \end{gathered}$ | $\begin{gathered} \text { POADR } \\ \times 100 \end{gathered}$ | $\begin{gathered} \text { AI } \\ \times \mathbf{1 0 0} \end{gathered}$ | $\begin{gathered} \text { PAI } \\ \times \mathbf{1 0 0} \end{gathered}$ | Age 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Iceland |  |  |  |  |  |  |  |  |  |  |
| 1980 | Males | 26.30 | 31.95 | 12.24 | 8.25 | 20.53 | 12.98 | 43.51 | 29.34 | 65.80 |
| 1990 |  | 29.38 | 32.52 | 13.26 | 8.08 | 21.63 | 12.16 | 52.11 | 31.77 | 66.89 |
| 2000 |  | 32.13 | 33.12 | 13.83 | 7.83 | 22.16 | 11.45 | 58.12 | 32.90 | 68.84 |
| 2010 |  | 34.27 | 33.92 | 15.73 | 8.07 | 24.94 | 11.41 | 74.12 | 38.03 | 68.99 |
| 1980 | Females | 27.34 | 30.94 | 14.63 | 7.36 | 25.17 | 11.25 | 53.74 | 27.03 | 70.41 |
| 1990 |  | 30.25 | 32.69 | 15.74 | 7.70 | 26.36 | 11.37 | 64.09 | 31.37 | 70.85 |
| 2000 |  | 32.48 | 34.97 | 16.27 | 8.41 | 26.73 | 12.23 | 71.20 | 36.78 | 71.06 |
| 2010 |  | 35.31 | 34.54 | 17.78 | 8.15 | 28.87 | 11.45 | 86.12 | 39.50 | 72.39 |
| The Faroe |  |  |  |  |  |  |  |  |  |  |
| Islands |  |  |  |  |  |  |  |  |  |  |
| 1985 | Males | 28.39 | 34.54 | 13.70 | 10.50 | 23.48 | 16.40 | 49.05 | 41.32 | 64.51 |
| 1990 |  | 30.39 | 35.46 | 14.04 | 10.78 | 22.76 | 16.60 | 57.75 | 44.34 | 64.24 |
| 2000 |  | 33.96 | 35.34 | 15.73 | 9.18 | 25.88 | 13.63 | 67.05 | 39.13 | 68.17 |
| 2010 |  | 36.71 | 36.63 | 18.85 | 8.50 | 31.70 | 12.18 | 87.02 | 39.25 | 70.00 |
| 1985 | Females | 28.30 | 33.02 | 15.74 | 9.23 | 28.28 | 14.17 | 54.97 | 35.94 | 68.74 |
| 1990 |  | 31.06 | 33.74 | 17.53 | 9.71 | 30.21 | 14.75 | 71.76 | 39.75 | 69.22 |
| 2000 |  | 35.15 | 35.41 | 19.58 | 10.09 | 34.84 | 15.37 | 80.85 | 41.68 | 72.14 |
| 2010 |  | 38.18 | 35.34 | 21.58 | 8.68 | 38.32 | 12.55 | 97.58 | 39.26 | 74.46 |
| Denmark |  |  |  |  |  |  |  |  |  |  |
| 1980 | Males | 33.00 | 43.51 | 17.16 | 14.12 | 28.14 | 21.89 | 78.40 | 66.17 | 63.12 |
| 1990 |  | 35.71 | 45.64 | 17.74 | 14.28 | 27.51 | 21.02 | 99.65 | 80.21 | 63.69 |
| 2000 |  | 37.23 | 45.23 | 17.34 | 12.29 | 27.29 | 17.91 | 90.76 | 64.29 | 65.25 |
| 2010 |  | 39.60 | 45.09 | 21.33 | 11.19 | 35.57 | 15.96 | 114.07 | 59.84 | 67.89 |
| 1980 | Females | 35.26 | 36.89 | 21.48 | 11.75 | 36.94 | 19.05 | 105.50 | 59.18 | 68.65 |
| 1990 |  | 38.42 | 39.86 | 22.97 | 14.04 | 37.97 | 20.21 | 139.12 | 85.01 | 68.97 |
| 2000 |  | 39.39 | 39.78 | 22.03 | 13.25 | 36.56 | 19.19 | 124.28 | 74.75 | 69.50 |
| 2010 |  | 41.28 | 39.47 | 24.73 | 11.54 | 42.80 | 16.27 | 141.38 | 66.00 | 71.14 |

Note: MA/PMA - (prospective) median age, PMA, refers to Iceland in 2005 as a reference year; Prop 60+ is the share of people aged 60 and older; Prop RLE 15 is the share of people with a remaining life expectancy of 15 years or less; OADR/POADR - (prospective) old-age dependency ratio; AI/PAI - (prospective) ageing index; Age 15 is the age at which the remaining life expectancy is equal to 15 . Greenland's data are provided for a five-year average only, as our calculations are based on mortality tables downloaded from Statbank of Statistics Greenland, provided for a five-year interval only. The table indicators refer to the periods of 1977-81, 1987-91, 1997-2001, and 2007-11.
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#### Abstract

The aim of this research is to show trajectories of population ageing in Serbia according to chronological and prospective criteria. The data used are from the complete period life tables published around the census years from 1953 to 2011. The emphasis is on the most recent period, since these data allow us to incorporate a regional dimension into the study, and to carry out the analysis at the municipal level. Throughout this study period, the prospective age threshold in Serbia was below the retrospective threshold; as a consequence, the proportion of people with a life expectancy of 15 years or less was consistently higher than the share of people aged 65 or older. Only the most recently available data for 2010/2012 indicate that the share of the population with a life expectancy of 15 years or less was the same as the share of the population aged 65+, albeit with uneven contributions by the male and female populations. Indeed, the use of the prospective approach highlights the unfavourable mortality conditions in Serbia, which are not made clear when only the chronological approach to population ageing is applied.


## 1 Introduction

Over the course of the last half of the 20th century, the levels and the directions of certain demographic forces that shape the populations of different countries changed substantially. These demographic shifts are still clearly visible in the former Eastern Bloc countries, where long-term developments in fertility, mortality, and migration have had profound effects on the current demographic structure of the population. As the focus of our research is Serbia, it is necessary to begin by noting the dynamic political and economic changes that have affected the country's

[^5]demography in recent decades. Between 1992 and 2006, the political status of Serbia shifted: Serbia went from being one of the six republics in the Socialist Federal Republic of Yugoslavia (Bosnia and Herzegovina, Croatia, Macedonia, Montenegro, Slovenia, and Serbia) to being one of the two republics in the State Union of Serbia and Montenegro, to becoming an independent state. Meanwhile, the political influence that Yugoslavia (and its constitutive nations) had exerted as a part of the Non-Aligned Movement was diminished after the breakup of the federal union. As Yugoslavia dissolved, Serbia transitioned from having a planned economy to having a market economy. Large segments of the Serbian population found it very difficult to adapt to these abrupt shifts. Additionally, the move from general stability during the Yugoslav era to a period characterised by rapid socioeconomic change interacted with the specific features of the Serbian population. As conflicts between the Yugoslav federal republics began in 1991, a negative chain of events started, including a breakdown of trade relations, the imposition of UN financial and political sanctions in response to the Serbian role in the Yugoslav Wars, the influx of numerous refugees (particularly ethnic Serbs) from neighbouring regions, a surge in the number of internally displaced persons, the emigration of highly educated citizens, and the NATO bombing of Yugoslavia (1999). These events have all had an impact on the fertility and mortality levels and the population structure of Serbia in recent decades.

## 2 Sources of data and methodological limitations

Before presenting our analysis of various demographic processes in the Serbian population, we should mention some important technical and methodological issues. First, we note that there are issues related to changes in the definition of total population in the censuses in Serbia, as these irregularities may have (minor) effects on the research results of this paper. Unfortunately, it was not possible to eliminate such inconsistencies. In line with international census recommendations, Serbia adopted a new definition of citizen in 2002. Under this definition, individuals who lived or worked outside of Serbia in the previous year were not considered part of population. As this change had a large impact on the census results, caution should be used in interpreting the census data. Starting in the 1960s, large numbers of Serbian workers were migrating to other European countries. In a break with previous practice, the censuses of 1971, 1981, and 1991 counted these migrants and their family members as citizens of Yugoslavia (and Serbia), regardless of the duration of their stay abroad. Thus, even though some of these so-called "temporary workers" had been living abroad for more than 30 years, they were still considered part of the Serbian population.

The most recent census in 2011 brought additional changes in definitions. When estimating the total number of people in a given area, the concept of the "usual population" was used for the first time. The purpose of this new concept was to more precisely define population, but with an emphasis on the regional distribution;
thus, this change probably had only a minor impact on the total population numbers. However, these usual population estimates made it easier to evaluate the very dynamic migration patterns in the territory of Serbia between settlements and regions (mostly towards Belgrade). Under the definition of this term, a person is considered to be a resident of the place in which he/she alone (in case of a one-person household) or with members of his/her household spends most of his/her time (i.e., where the person sleeps); regardless of his/her registered place of residence. Thus, the total population of a certain place includes the individuals who had lived in that place continuously for at least one year before the time the census was taken, as well as the individuals who had lived in that place for less than 12 months, but with an intention to stay there for at least one year (SORS 2012). This concept could be important for our research since we are using complete life tables for the municipal level. In addition, unlike in the previous censuses, there was no column with unknown age in the 2011 census.

Another change that should be noted is related to the treatment of internally displaced persons; i.e., the people who migrated from Kosovo and Metohija after the 1999 NATO bombing. The 2002 census had a special questionnaire for this group, and they were not added to the total population in the new population balance. Yet the methodology used in the 2011 census counted these individuals as part of the resident population, adding them to the total number of enumerated citizens. An additional limitation of the 2011 census is the potential for under-coverage due to the boycott of the census by members of the Albanian ethnic community in three municipalities. However, life tables for those municipalities were calculated by drawing upon numerical and structural statistics. All of these inconsistencies had some impact on data quality, but the major trends and patterns in the population can be distinguished.

For the purpose of the analyses, we used seven consecutive published life tables for the years around the censuses for Central Serbia and Vojvodina. We were unable to use published data for the Republic of Serbia because over the course of the last decade, Kosovo and Metohija declared independence, which made most of the statistical data unavailable. This problem persisted for a long period of time. For example, vital statistics are not available from 1998, and the 1991 census gathered only limited data on the population living in Kosovo and Metohija. In order to create comparable time series, we had to make some compromises, while keeping in mind the importance of obtaining correct and accurate data that are comparable in terms of time and territory. To incorporate the territorial changes that had occurred, we used additional computation of complete life tables for the territory of the Republic of Serbia (Central Serbia and Vojvodina without Kosovo and Metohija). This approach to administrative-territorial changes and data availability did not affect the final results of the life tables. It is worth mentioning that because the method used for the computation of complete life tables did not change (Becker-Zeuner method), methodological uniformity was assured. We started with the first available complete life tables created for the period 1952-1954, and then referred to the life tables for $1960 / 1962$ and 1970/1972. In all of these tables the data were available for males
and females, but not for the total population. The rest of the published life tables are for the years 1980/1981, 1990/1992, 2001/2003, and, finally, 2010/2012.

## 3 Drivers of Population ageing in Serbia

Despite the many recent disruptions to Serbian society, some demographic trends in the country have been relatively steady. For example, the period total fertility rate (TFR) has been falling for decades, from relatively high levels during the post-World War II baby boom around the 1950s (3.1 in Central Serbia and 2.8 in Vojvodina), to lowest-low levels in recent years (around 1.3). The current tempoadjusted TFR is $1.6,{ }^{1}$ which is still below replacement level. Age-specific mortality also underwent a transition: whereas infant mortality levels were high half a century ago, they are much lower today due to medical advances and better access to healthcare. Improvements in life expectancy were very rapid in the decades after World War II, and are clearly visible on Graph 1, with female life expectancy rising faster than male life expectancy. These positive trends have, however, slowed down in recent decades. The stagnation in life expectancy in the 1990s reflects the harsh conditions the population endured during the transition to a market economy and the years of war and economic sanctions. While the most recent available data show some tangible improvements in mortality, Serbia continues to lag far behind other countries in terms of life expectancy, and has considerable room for further improvement.

Additional structural changes (urbanisation, deruralisation, industrialisation, and the expansion of educational opportunities) have resulted in a decrease in fertility and in the concentration of mortality at older ages. The emigration of "temporary workers" in the 1960s affected the population structure, as the option of family reunification enabled whole families to leave the country. The different characteristics of the waves of migration over the past three decades also modified the age structure of the population: for example, whereas the ages of the immigrant refugees during the 1990s reflected the age structure of the endogenous population, most of the emigrant workers were young. Consequently, the shares of different age groups in the population have fluctuated. Generally, the share of younger people in the population has fallen, while the share of older people in the population has risen. All of these processes have reinforced the pronounced population ageing trend in Serbia, which is affecting various societal spheres.

In order to cover the numerous changes that happened in Serbian spatial units as a result of international recommendations, and since territorial units were recently brought into line with the NUTS nomenclature, we present a comprehensive overview (Table 1) of the total number of people aged 65 and older, and of their share in the total population. All of the censuses before the last one showed a

[^6]Table 1:
Total number and share of people aged 65 and older, census years

| Census year | 1948 | 1953 | 1961 | 1971 | 1981 | 1991 | 2002 | 2011 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Total number of 65+ |  |  |  |  |  |  |  |  |
| Serbia (without Kosovo) | 324950 | 384061 | 446628 | 650828 | 801959 | 895615 | 1240505 | 1250316 |
| Vojvodina | 105785 | 123080 | 139946 | 189585 | 229962 | 238051 | 315185 | 316538 |
| Central Serbia | 219165 | 260981 | 306682 | 461243 | 571997 | 657564 | 925320 | 933778 |
| Belgrade | 14554 | 21070 | 45323 | 87101 | 122343 | 158434 | 247029 | 271762 |
| NUTS1 Serbia-South* | 204611 | 239911 | 261359 | 374142 | 449654 | 499130 | 678291 | 662016 |
| NUTS1 Serbia-North** | 120339 | 144150 | 185269 | 276686 | 352305 | 396485 | 562214 | 588300 |
| Share of 65+ in total population |  |  |  |  |  |  |  |  |
| Serbia (without Kosovo) | 5.61 | 6.23 | 6.69 | 9.04 | 10.38 | 11.45 | 16.54 | 17.40 |
| Vojvodina | 6.45 | 7.25 | 7.54 | 9.71 | 11.30 | 11.82 | 15.51 | 16.39 |
| Central Serbia | 5.28 | 5.85 | 6.36 | 8.78 | 10.04 | 11.32 | 16.93 | 17.77 |
| Belgrade | 2.29 | 2.88 | 4.81 | 7.20 | 8.32 | 9.89 | 15.67 | 16.38 |
| NUTS1 Serbia-South* | 5.81 | 6.43 | 6.73 | 9.26 | 10.64 | 11.87 | 17.44 | 18.41 |
| NUTS1 Serbia-North** | 5.29 | 5.93 | 6.62 | 8.75 | 10.05 | 10.96 | 15.33 | 16.38 |

Source: Devedzic, Stojilkovic Gnjatovic (2015) *Central Serbia without Belgrade; ** Vojvodina and Belgrade region

## Graph 1: <br> Life expectancy of total population, around census years


territorial division that included Central Serbia and two autonomous provinces: namely, Vojvodina and Kosovo and Metohija. The census held in 2011 was harmonised with European nomenclature of territorial units of statistics (NUTS). It is not possible to compare the same areas across censuses because in the 2011 census the region of Belgrade was no longer considered a part of Central Serbia, but was instead included in NUTS 1 Serbia-North together with Vojvodina. Moreover, Central Serbia was no longer a viable term in the 2011 census, since most of the previous territory was called Serbia-South (three regions: Southern and Eastern Serbia, Western Serbia and Sumadija, and Kosovo and Metohija).

Even though the share of older people in the population had been rising with each consecutive census, it is important to highlight that the greatest increase was observed between the censuses held in 1991 and 2002. The hardship and the turmoil the population in Serbia endured during the 1990s are partially reflected in census data showing that over a period of just11 years (1991 to 2002), the share of people aged 65 and older in the population increased by an additional five percent. The last census confirmed the continuation of this trend, but at a slower rate. Migration has played a large role in population ageing trends. Since the middle of the $20^{\text {th }}$ century, Serbians have been migrating from rural to urban settlements. Initially, this process was mainly related to the industrialisation of the country during the 1960s and the 1970s. As a result of this shift, many rural areas became depopulated, and large geographic areas of Serbia experienced unprecedented levels of demographic ageing. Following the economic transition in the 1990s, another trend emerged, with people moving from medium-sized cities to the biggest regional centres. Belgrade
has always been appealing to migrants, but the tendency to move to the capital is fading as the population ages. Moreover, while the Belgrade region has long had the youngest population, its age structure has been catching up with that of the rest of Serbia over the past two decades. Today, the worst demographic situations are found in the municipalities without urban settlements, and those are mostly located alongside the borderline with the neighbouring countries. Based on a map that shows the share of older people in the population across settlements of varying sizes, Devedzic and Stojilkovic Gnjatovic (2015) concluded that bigger (mostly urban) settlements are younger than smaller (mostly rural) settlements. If we look at the share of people aged 65 and older in the population, it appears that Serbia South is slightly older than Serbia North; a topic we will explore later.

## 4 Emergence of a new thought on population ageing

Does being 65 mean being old? This is a hard question to answer. There is a great deal of evidence that the definition of "old" is changing over time and place, especially since today's elderly people differ from older people of previous decades in terms of their health and their life styles. Still, while these changes that are intuitively easily understood, measuring them represents a methodological challenge. To provide us with a more precise understanding of population ageing, Sanderson and Scherbov (2005, 2007, 2008, 2010) have suggested using a prospective approach that acknowledges variations in life expectancy. The advantage of this approach is that it considers "prospective age" as a dynamic category, and thus takes into account the improvement (or the deterioration) in life expectancy when measuring population ageing in a given country. This biometric (rather than chronological) approach is based on an operational definition of the oldage threshold, or the "prospective threshold", as the age at which life expectancy falls below 15 years. In elaborations of these ideas, three demographic indicators based on prospective age have been constructed: the (prospective) share of the elderly, the (prospective) median age, and the (prospective) old-age dependency ratio. This approach shows that in most developed countries, the share of people aged 65 and older in the population is larger than the share of people in the population who are going to live 15 years or less; but there are some countries on the other side of the spectrum. By defining $\alpha$-ages, Sanderson and Scerbov (2014) provided some additional avenues for research on this topic.

For the purposes of this paper, we will present the assessment of population ageing using the prospective approach for Serbia. We also intend to show the trajectories of population ageing according to chronological and prospective criteria. This new paradigm of population ageing, which takes into account shifts in life expectancy, shows that Serbia lags behind other European countries in terms of improvements in health among the elderly. Indeed, the first publication that ranked countries on the basis of the prospective approach (Mamolo and Scherbov 2009) put Serbia in first place on a list of countries based on the share of the population
expected to live less than 15 years (the arbitrary threshold chosen by the creators of the prospective approach). In subsequent publications of the European Demographic Data Sheet (2008, 2010, 2012, 2014), Serbia was still among the first three for this indicator.

Before we get to the prospective criteria of population ageing, we present an analysis of life expectancy at age 65 for the Serbian population. We conducted this analysis because it is clear that if life expectancy at age 65 is less than 15 years, then the number of people in this age group who are living less than 15 years is greater than the number of people aged $65+$. If we consider the total population aged 65 and older in Serbia (Graph 2), we see that life expectancy among this group has been improving very slowly over the past six decades. A similar pattern holds for the rise in total life expectancy, except that in the case of 65 -year-olds period life expectancy actually declined slightly between 1990/1992 and 2001/2003. Life expectancy among people aged $65+$ has only recently started to show more marked improvements: the first time life expectancy among this group surpassed 15 years was in the last decade. Broken down by gender, we see that women generally have a higher life expectancy than men. Still, life expectancy among women aged 65+ has not shown steady improvement, and it even declined slightly during the 1990s. Nonetheless, the gains made by women are responsible for pushing this age group over the life expectancy threshold of 15 years: while the total population aged 65+ can expect to live 15.1 years, women have a life expectancy of 16.1 years, while men have a life expectancy of 13.8 years. According to Devedzic and Stojilkovic (2012), there are not only sex but regional differences, as both men and women in Central Serbia tend to live longer than their counterparts in Vojvodina.

We now look at the point at which the prospective threshold is reached, or the age at which life expectancy is 15 years or less. It is interesting to note that the prospective threshold was age 61 for the period 1952/1954, when population ageing was not regarded as a problem nor predicted to be such a pervading force. At that time, the older population was defined as people aged $60+$. The perception of the onset of old age is frequently connected to the termination of economic activity and the attainment of pension rights, and this is also the case in Serbia. Until the 1990s in Serbia, the statutory pension age was 60 for men and 55 for women, but in line with current trends, the onset of old age was gradually reset. Changes in Serbian pension law in the 2000 s led to an increase in the minimum retirement age to 65 for men and 60 for women. Thus, it appears that Serbia was in a better position in the 1950s than it is now, since it took more than half a century for the country to catch up even partially with the demographic developments in developed countries. It is appropriate to wonder whether future retirement policies will raise the retirement age further, and whether these demographic trends will be considered in such a move. While pensionable ages are being raised in some countries, the slow improvements in life expectancy could be a limiting factor in policy reforms in Serbia.

Given these trends in life expectancy among the Serbian population aged 65+ over the past six decades, it is not surprising that the prospective threshold was

## Graph 2:

Life expectancy at age 65 , around census years


Table 2:
Prospective threshold, 1953-2011

| Year | Serbia (without Kosovo) |  |  | Central Serbia |  |  | Vojvodina |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Total | Male | Female | Total | Male | Female | Total | Male | Female |
| 1952/1954 | 61.17 | 59.27 | 61.03 | - | 59.60 | 61.06 | - | 59.01 | 61.57 |
| 1960/1962 | 62.03 | 60.90 | 62.88 | - | 61.10 | 62.87 | - | 60.29 | 63.28 |
| 1970/1972 | 62.62 | 61.19 | 63.82 | - | 61.72 | 63.89 | - | 60.38 | 64.28 |
| 1980/1982 | 63.28 | 61.73 | 64.52 | 63.60 | 62.30 | 64.65 | 62.49 | 60.21 | 64.22 |
| 1990/1992 | 63.45 | 61.46 | 64.84 | 63.86 | 62.12 | 65.09 | 62.32 | 59.48 | 64.20 |
| 2001/2003 | 63.41 | 61.48 | 64.82 | 63.76 | 61.97 | 65.08 | 62.41 | 59.95 | 64.09 |
|  | Serbia (without Kosovo) |  |  | Serbia - South |  |  | Serbia - North |  |  |
| 2010/2012 | 65.14 | 63.23 | 66.51 | 65.11 | 63.43 | 66.38 | 65.19 | 62.98 | 66.70 |

Source: Based on Devedzic, Stojilkovic (2012).
below the limit that was widely accepted as the onset of old age for most of this period. The first time a regional subpopulation reached the prospective threshold of 65 was in 1990/1992 among the female population of Central Serbia. Given the general trends in male life expectancy, it is hardly surprising that no male regional population reached the prospective threshold of 65 . On the other hand, the most recent available data show that the female population has made further advances.

We have tried to shed some light on the various advantages of using the prospective approach rather than the traditional approach when examining population ageing. One very important dimension of demographic ageing is a regional aspect. In a country like Serbia, there is a high degree of centralisation of almost all social functions (the health care, industrial, service, and educational sectors are heavily concentrated in the Belgrade region), population ageing has to be placed in a spatial context. Studies that looked at the demographic features of aged 65 and older (Devedzic and Stojilkovic Gnjatovic 2015) have shown that these features vary in different parts of the country. Still, this kind of investigation does not provide us with information about the expected length of life of the older population. By incorporating the prospective approach into research on population ageing at the municipal level in Serbia, we were able to determine in which parts of the country the older population is long- (or short-) lived. First, we calculated the prospective threshold for all of the municipalities in Serbia using additionally processed period life tables. Map1shows the age at which the male population was expected to live 15 years or less in 2011. All of the municipalities in which this threshold was under age 60 were located in Vojvodina, with the exception of one in Southern Serbia (CrnaTrava, which is also known as one of the oldest municipalities in the country). It appears that Vojvodina had almost monotonically lower values, since of the municipalities between the regional centre of Novi Sad and the capital city of Belgrade, only one had a higher threshold. On the other hand, there were two isolated clusters in which men aged 65+ could expect to have an additional 15 years of life: one in Southern Serbia and the other in Western Serbia. This pattern calls for further investigation, but generally, municipalities in the mountainous parts of Serbia tended to have higher prospective thresholds, while municipalities located on the Vojvodina plain tended to have lower prospective thresholds.

The situation for the female population in 2011 was very different. The prospective threshold among women was under age 65 in only around one-tenth of all municipalities. This is a huge deviation from the male prospective threshold pattern, and clear proof that women tend to live longer than men in Serbia. However, before we interpret these findings as being positive for women, we should ask whether the women who live longer have a good quality of life. Moreover, these gaps between the sexes should be viewed in light of the marital (since women tend to marry older men), the educational (since women tend to have less education and higher rates of illiteracy), and the economic structures of the older population.

Our analysis of the prospective threshold can be extended by calculating the prospective share of the population living 15 years or less. When this indicator is compared with the traditional share of the population aged $65+$, we get a more realistic picture of the trends in population ageing and the vitality of older people. This share depends on the prospective threshold and the population composition, or on the number of people in certain age groups.

In Serbia, the very slow improvement in life expectancy among the older population is reflected in this comparison, because the prospective share was greater than the chronological share in all census years, except in the last one, when this

## Map 1:

Prospective threshold, male population, 2011

difference was almost non-existent. Again, it is advisable to consider the absolute differences between the two approaches for the total, the male, and the female population (Graph 2). It is interesting to note that the life tables for the period 1980/1982 show the least variation when the share of the population with a life expectancy of 15 or less years is compared with the share of people aged $65+$. However, the subsequent censuses showed even greater differences between the two analysed criteria, which highlights the societal changes that occurred around that time. The male population had lagged behind consistently, because the prospective

Map 2:
Prospective threshold, female population, 2011

share had been "occupying" larger population segments than the traditional share of older people. On the other hand, this difference was consistently smaller in the female population, among whom there was even a negative sign in 2010/2012, since the share of women aged 65 and older was greater than the share of women who were expected to live 15 years or less.

It is useful to add that these indicators are closely related to the population age composition, and that some demographic forces, like the fluctuation in fertility or in migratory movements, are affecting these outcomes. The relative shares of the

Table 3:
Proportion of the population with a remaining life expectancy of 15 years or less, around census years

| Year | Serbia (without Kosovo) |  |  | Central Serbia |  |  | Vojvodina |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Total | Male | Female | Total | Male | Female | Total | Year | Total |
| 1952/1954 | 9.40 | 9.11 | 10.19 | - | 8.16 | 9.60 | - | 10.41 | 11.06 |
| 1960/1962 | 9.06 | 8.91 | 10.18 | - | 8.38 | 9.61 | - | 10.40 | 10.42 |
| 1970/1972 | 11.62 | 12.06 | 11.47 | - | 11.37 | 10.99 | - | 13.30 | 12.11 |
| 1980/1982 | 11.35 | 11.03 | 11.99 | 10.87 | 10.45 | 11.40 | 12.83 | 12.99 | 13.60 |
| 1990/1992 | 14.08 | 14.79 | 14.01 | 13.65 | 14.12 | 13.38 | 15.66 | 16.67 | 15.65 |
| 2001/2003 | 19.03 | 18.97 | 19.41 | 19.01 | 19.04 | 19.27 | 19.19 | 18.92 | 19.83 |
|  | Serbia (without Kosovo) |  |  | Serbia - South |  |  | Serbia - North |  |  |
| 2010/2012 | 17.58 | 17.59 | 18.45 | 18.61 | 18.44 | 19.50 | 16.53 | 16.74 | 17.36 |

Source: Based on Devedzic, Stojilkovic (2012).

## Graph 3:

Absolute differences between the prospective and the chronological shares of the older population, around census years

different population segments also should not be neglected. This factor seems to be especially important in the case of Serbia, because future changes in these indictors can be affected by a large baby boom generation. According to Stojilkovic (2010), individuals born between 1947 and 1956 can be classified as baby boomers. This generation is on the verge of becoming traditionally old, but the last census had been conducted just before the first boomers had their $65^{\text {th }}$ birthdays. The substantial size
of this generation could cause the share of older people in the population to increase, regardless of the criteria used.

In order to explore the options for (and the advantages of) applying the prospective approach in different settings, we calculated the share of the population expected to live 15 years or less for men and women in all Serbian municipalities. This enabled us to evaluate the spatial dimension of population ageing in an unconventional manner. When applied to the male population (Map 3), this new approach highlights some important features of the geographical distribution of the (prospective) older population in 2011. The municipalities with the lowest shares of men with a life expectancy of 15 years or less were either regional centres or municipalities with higher fertility rates. The three biggest cities in Serbia (Belgrade, Novi Sad, and Nis) had the smallest shares of the analysed indicator as a result of their more favourable age structures. On the other hand, in the municipalities in which fertility was above the Serbian average (Tutin, Sjenica, Novi Pazar, Bujanovac, and Presevo), the share of men with a life expectancy of 15 years or less was smaller than in the remaining municipalities. The municipalities that received the greatest number of refugees during the 1990s are all located in Vojvodina. However, since the population structure of these immigrants was similar to that of the endogenous population (co-ethnic migration), their presence did not have a substantial influence on demographic ageing, apart from adding to the total population numbers. It would seem that in Vojvodina, differences in old-age mortality played the major role in regional differences in (prospective) ageing. The worst situations were definitely in Eastern Serbia and in parts of Southern Serbia, where one-quarter of all men had a life expectancy of 15 years or less. This is a mountainous area that has been heavily affected by the rural to urban migration waves that have significantly modified the country's age structure. Thus, these small settlements have relatively old populations. It is noteworthy that a few of the newly formed municipalities have very low values for this indicator, likely due to data imperfections. The greatest barrier we face to gaining a deeper understanding of the process of population ageing is a lack of time series on international migration, which in the case of Serbia mostly consists of out-migration.

These observations, when related to the prospective threshold, highlight some of the important features of population ageing in Serbia. It is important to point out that because of differences in population composition, municipalities can have the same share of people with a life expectancy of 15 years or less, but different prospective thresholds. However, municipalities with a large younger population and a lower prospective threshold are not the same as municipalities with a large older population and a high prospective threshold. When we look at population ageing through a prospective lens, we see that fertility is playing an important role in municipalities with Albanian ethnic majorities; that old-age mortality is defining population ageing in Vojvodina, and that the Southern and Eastern parts of Serbia are experiencing the consequences of rural migration.

Similar observations can be made regarding the proportion of the female population with a remaining life expectancy of 15 years or less. In 2011, the

## Map 3:

Proportion of the population with a remaining life expectancy of 15 years or less, male population, 2011

smallest shares of women with a life expectancy of 15 years or less were in the largest cities with numerous functions, and in municipalities with high fertility (and, consequently, a younger population structure). The greatest concentrations of women with a life expectancy of 15 years or less were again in Eastern and Western Serbia, but the number of municipalities in which the share of this population was more than $25 \%$ was higher for women than for men. It is interesting to note that in some municipalities this indicator was as high as $42 \%$ for men and $44 \%$ for

## Map 4:

Proportion of the population with a remaining life expectancy of 15 years or less, female population, 2011

women, which means that in some municipalities close to the half of the total (male or female) population could expect to live less than 15 years. Such an unenviable reality clearly shows that the progressive trend of population ageing merits thorough examination, and that methodological advancements can shed some light from a different perspective.

## 5 Conclusion

Population ageing in Serbia is an unavoidable process of demographic change resulting from a long-term decrease in fertility and uneven improvements in mortality by age and sex over decades. The demographic developments in Serbia have also been affected by waves of migration, including by the emigration of guest workers to Western Europe in the 1960s, internal migration from rural areas to cities, the immigration of refugees, and brain drain in the 1990s. The survival of greater numbers of older people can be seen as a positive trend and a triumph of medical advancements, but if the share of older people is compared with the share of younger people, some unpleasant questions arise. New demographic methods, such as prospective and characteristics approaches that incorporate changes in the life expectancy of the older population, paint a more hopeful picture because they show that the health of older people has been improving in most developed countries. However, these new approaches may also reveal that in certain countries, including Serbia, life expectancy has been increasing more slowly than in most other developed countries. One of the most important properties of the prospective approach is that it can uncover some demographic relationships that traditional approaches miss or overlook. Further investigations of the uneven life expectancy values among the older population, and of the differentials in the prospective shares and prospective thresholds, will not only be useful research exercises, they will generate helpful input for population policy. These approaches can, for example, be used to address the question of whether health care and gerontology services for the older population should be redistributed, as there is a divergence between the concentrations of the (prospective) older population and the facilities that meet their needs.
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# The impact of physical health on the postponement of retirement 

Michael Boissonneault and Joop de Beer*


#### Abstract

To mitigate the effects of population ageing, measures aimed at encouraging people to work longer are being implemented in many countries. However, older people are usually in poorer physical health, and poorer physical health is associated with premature labour force withdrawal. We investigate whether the age-related decline in physical health represents a hurdle to higher labour force participation levels at older ages by proposing a simulation in which the age profile of physical health stays constant over time, while all other factors that predict labour force participation are postponed. The model is fitted using data collected by the Survey of Health, Aging and Retirement in Europe (SHARE) in 14 European countries. The results show that on average across these countries, the effect of health on labour force participation levels is small. This effect is slightly bigger in countries in which labour force participation levels and the share of the population receiving disability benefits are already high. Thus, the decline in physical health with age should not greatly limit the effectiveness of policies designed to encourage employment at older ages.


## 1 Introduction

In the context of population ageing, measures are being taken in many OECD countries to promote work at older ages. One such measure is raising the pensionable age, or the age at which workers can start collecting pension benefits.

[^7]Examples of countries that have increased the pensionable age include the United States, the Netherlands, the United Kingdom, Italy, and France (OECD, 2015).

Concerns have been raised about whether people will remain healthy enough to be able to continue to participate in the labour market as they grow older. The implicit assumption of linking changes in the pensionable age to changes in life expectancy is that the ability to work changes along with life expectancy. However, shifts in healthy life expectancy are arguably more closely related to changes in the ability to work than life expectancy as such. So far, the question of whether longer life is accompanied by more years in good health has not been fully answered. While the prevalence of severe disability seems to be declining over time, less severe forms of disability are becoming more common (Klijs et al. 2010; Lefrancois et al. 2013; Cambois et al. 2008). Trends in chronic conditions suggest that morbidity is expanding (Chatterij et al. 2015; Crimmins and Beltran-Sanchez 2011). Other measures of health have uncovered contradictory trends in different countries (Tsimbos and Verropoulou 2016).

People often retire before reaching pensionable age, and secure income via other governmental programmes. Retiring prior to reaching pensionable age is associated with poorer health. This association is weaker among people who collect early retirement benefits or unemployment benefits (Bazzoli 1985; Alavinia and Burdorf 2008; Robroek et al. 2013) but stronger among people who collect disability benefits (Boersch-Supan and Roth 2010; Karpansalo et al. 2004; Robroek et al. 2013). If healthy life expectancy stays constant over time and people do not become eligible for pension benefits until they reach a higher age, we can assume that more people will use these routes to early retirement. This dynamic could put more pressure on these programmes, thereby undermining the efficiency of a higher pensionable age. But how big is this problem likely to be?

In the present paper, we aim to quantify the potential impact on labour force participation levels if the health of the population fails to improve when the pensionable age is raised. We examine the European context, where important changes in retirement dispositions are to be expected. The contribution of our paper is twofold. First, we provide tools that help in conceptualising and modelling the link between changes in legislation around retirement, work, and health at older ages. Second, we provide evidence that sheds light on the debate about whether people will be healthy enough to be able to continue to participate in the labour force at older ages.

The paper is organised as follows. First, we provide a framework that establishes the conditions for higher participation in the context of a higher retirement age. Then, in the methods section, we give an overview of the data and variables used, we introduce the model, and we show how the simulation is performed. In the results section, we illustrate the fit of the model. Next, we present the results of the simulation for an average European country, first in the form of working life expectancy, then in the form of characteristics-based ages. In the last part of the results section, we test the sensitivity of the results by running the simulation on
two groups of countries that differ concerning work and health at older ages. In the last section, we discuss the findings and the limitations of the study.

## 2 Framework

The increase in the age at which individuals become eligible to receive pension benefits is expected to have a positive effect on labour force participation levels at older ages. To our knowledge, however, it has never before been clearly stated how much labour force participation levels are expected to increase as a result of raising the normal retirement age. Furthermore, we know of no existing framework that has clarified through which mechanisms changes in the pensionable age will lead to higher labour market participation levels. In this section, we propose a framework that sheds light on these two issues.

Our framework builds on the characteristics approach to the measurement of population ageing developed by Sanderson and Scherbov (2013). The application of this approach has shown that the pace at which the average individual ages varies across different populations and subpopulations. Because chronological age is always computed the same way (i.e., using time from birth), it does not capture such differences. The characteristics that are relevant for defining how old a person is can be used alongside age to compare how people age across subpopulations. For example, a study conducted in the United States used the characteristics approach to compare the ageing rates of different subpopulations based on grip strength. The results showed that, on average, more educated people of a given chronological age had the same grip strength as less educated people with a younger chronological age. The authors therefore concluded that as measured by grip strength, more educated people age at a slower pace than less educated people (Sanderson and Scherbov 2014).

We consider here a hypothetical country with a normal retirement age of 65 years old. The characteristic "being eligible for pension benefits" is bound to age 65. Let us further assume that, in the same country, legislation is passed that postpones eligibility by two years of age. The individuals affected by the change in legislation will have the characteristics "being eligible for pension benefits" at the chronological age of 67 instead of 65 . In both cases, however, the characteristicsbased ages of these people are the same as measured by eligibility for pension benefits.

Eligibility for pension benefits does not always equate to retirement, as people often retire before or after that age. In the present paper, we are interested in people's behaviour as measured by their participation in the labour force. We will therefore concentrate on the characteristic "being out of the labour force because of retirement". We will assume that a change in legislation that postpones by $n$ years the age at which an individual becomes eligible for pension benefits is intended to encourage an equivalent postponement of retirement. In other words, we assume a change of two years in the characteristic "being eligible for pension benefits" to
mean an expected change of two years in the characteristic "being out of the labour force because of retirement", regardless of the age at which the change takes place.

Whether this expectation will materialise depends on the change in the schedule of all of the characteristics that together determine the timing of retirement. This set of characteristics includes, for example, the social norms regarding retirement and financial preparedness. The discrepancy between the expected change in retirement timing and the actual change will depend on two things: the size of the impact of each characteristic of the set on retirement timing; and the amount of change that takes place in this characteristic's schedule.

In the present paper, we investigate the specific impact of one of those characteristics; namely, physical health. Cross-sectional studies have consistently shown that there is an association between being in poor physical health and leaving the labour force before reaching the statutory retirement age. For example, conditions like stroke, diabetes, heart disease, and arthritis (Alavinia and Burdorf 2008; Smith et al. 2013; Kalwij and Vermeulen 2008); a lack of physical activity (Alavinia and Burdorf 2008); musculoskeletal problems (Alavinia and Burdorf 2008; Smith et al. 2013); and lower grip strength (Boersch-Supan and Roth 2010; Kalwij and Vermeulen 2008) are all factors associated with being out of the labour force prior to reaching the statutory retirement age. These associations hold when studied from a cross-sectional (Van Rijn et al. 2014) as well as from a longitudinal perspective (Van der Noordt et al. 2014).

Out of all of the characteristics that could hinder an increase in the labour market participation rates of older people, we consider the characteristic physical health to be of particular importance. While it may be possible to intervene to support some personal characteristics that pertain to the capacity of an older person to perform work, like motivation or skills; there is little that can be done to reverse a decline in physical health with age (Ilmarinen 2001). Furthermore, while changes in legislation may be able to influence characteristics like norms or financial preparedness, they have no or little impact on physical health.

Another important characteristic that influences work ability is mental health. The relationship between retirement and mental health is complex. While mental health has been found to have an impact on retirement (Olesen 2011), the opposite causality has also been found (Van der Heide 2013). Thus, age-related changes in mental health can be misleading (Riffe et al. 2015). By contrast, physical health can be more easily considered as a function of age, as there is no consistent evidence that retirement affects this dimension of health (Johnston and Lee 2009). For this reason, we focus on physical health, although the method used to measure physical must be chosen with care (Bound and Waidman 2007).

In the present paper, we propose a simulation in which we simulate a change in legislation that postpones eligibility for pension benefits by $n$ years. We thereby assume that except for physical health, all of the characteristics that determine timing to retirement are also postponed. We then provide a measure of the discrepancy between the expected $n$ value and the actual $n$ value that originates
from delaying the schedule of all characteristics that predict timing to retirement except physical health.

## 3 Methods

### 3.1 Data Source

We use data from wave 2 (2006-2007) of The Survey of Health, Ageing and Retirement in Europe (SHARE) (Börsch-Supan et al. 2008; Börsch-Supan et al. 2013; Börsch-Supan 2016) ${ }^{1}$. Although SHARE offers data at more points in time, wave 2 is the wave that best suits our needs in terms of measures of physical health. Furthermore, using data from this period allows us to avoid the negative impact that the Great Recession had on labour market participation at older ages in many countries. The countries that participated in wave 2 are Austria, Germany, Sweden, the Netherlands, Spain, Israel, Italy, France, Denmark, Greece, Switzerland, Belgium, the Czech Republic, Poland, and Ireland. We dropped observations collected in Israel to focus on Europe only. We further limit the observations we use to those in which the respondents were aged 50-64 at the time of the interview. The lower age limit is imposed by the survey. The upper age limit was chosen because the estimates become increasingly erratic at higher ages as the number of people who remain active in the labour market declines. The number of observations for those countries at these ages is 17,983 . Figure 1 breaks them down by country.

### 3.2 The variables

### 3.2.1 The health variable

The health variable is a composite measure in which we take the average of the standardised score obtained in three tests of physical health: grip strength, lung strength, and chair stand. Although SHARE offers more measures of health, we have chosen to limit ourselves to these three as they are the only measures available that are objective and measured on a continuous scale. The objective property allows us to avoid any justification bias (Lindeboom and Kerkhofs 2009), while

[^8]Figure 1:
Number of observations included in the dataset, by country

the continuous property enables us to make a more precise assessment of the impact of health on labour force participation (more on this below). The three measures are all part of SHARE's module on objective measures of physical health. A fourth measure, walking speed, is not used here as it is only collected among people aged 75 and older.

Grip strength measures upper body strength, and is also an indicator of general physical vitality. It is assessed using a Smedley spring-type dynamometer, and is given in kilograms. Grip strength has been shown to predict incapacity, hospital stays, death, and decline in cognitive health. Good reviews of the literature on the link between grip strength and different health outcomes can be found in Bohannon (2008) and Sanderson and Scherbov (2014).

The lung test is performed using a Mini-Wright Peak Flow Meter. The meter measures the maximum strength with which the respondent expires air out of his or her lungs. The result is given in litres per minute. This test is especially useful in detecting respiratory problems such as asthma and emphysema. It can predict death (Cook et al. 1991) and the decline in cognitive capacities (Albert et al. 1995), and is linked to other measures of physical health (Seeman et al. 1994).

The chair stand test measures lower body strength, and is also an indicator of general physical vitality. Some variants of this test exist. We use the variant where the participant is asked to sit on a chair with his or her arms crossed and to get up and sit down again five times as quickly as possible. The result of the test is given in seconds. This test has been shown to predict mortality (Cooper 2010), and constitutes a good proxy of general health (Jones et al. 2000; Rozanska-Kirschke et al. 2006).

### 3.2.2 Labour force participation

The SHARE participants were asked about their labour force status at the moment of the interview. SHARE breaks down the answers into six categories: retired, working, unemployed, permanently disabled, homemaker, and other. We considered the people who were classified as working or unemployed to be active on the labour market, and assigned them the value one. Conversely, we considered the people who were classified as belonging to any of the other categories to be inactive, and assigned them the value zero.

### 3.2.3 Imputation

Some observations did not have a valid value for each variable of health or for the variable of labour force participation. Furthermore, the values that were less than three seconds for the chair rise were reconverted into missing, as we judged them to be very unlikely. This cut-off is based on another survey that contains results for the same test ${ }^{2}$. The numbers of missing values are as follows: 1183 observations concerning grip strength, 1773 observations concerning lung strength, 3379 observations concerning the chair stand, and 469 observations concerning labour force participation.

The missing values for health are mainly attributable to the respondent being unable to perform the necessary test, often because of a temporary or a long-lasting injury or disability. Accordingly, having a missing value is significantly associated with worse self-assessed health (regression models controlling for age and sex; coef: -.5400 (grip); -. 4449 (peak); . 6048 (chair); all significant at the 0.01 level). Ignoring those values would likely underestimate the impact of physical health on work.

We used multiple imputation in order to replace the missings with imputed values (Little and Rubin 2002). We performed a sequential imputation using a logistic regression on labour force status and a linear regression on grip strength, lung strength, and chair stand. The predictors were self-assessed health, country, gender, and age. The analyses were produced based on the average of 25 imputations. The command mi impute of the programme Stata version 12 was used to produce the imputation (Stata Corp 2011).

### 3.2.4 Standardization

Our analyses are based in part on the density function of the composite measure of physical health. We assume that each of the three measures of physical health are normally distributed. From the outset, the distributions of the grip and lung

[^9]Table 1:
Summary statistics for the three measures of health, men

|  | Grip strength | Lung strength | Chair stand (log) |
| :--- | :---: | :---: | :---: |
| Mean | 47.9 | 466.4 | 2.7 |
| Median | 48.0 | 470.0 | 2.7 |
| Minimum | 1.0 | 31.0 | 0.4 |
| Maximum | 84.0 | 880.0 | 3.9 |
| Skewness | -0.3 | -0.2 | -0.9 |

Table 2:
Summary statistics for the three measures of health, women

|  | Grip strength | Lung strength | Chair stand (log) |
| :--- | :---: | :--- | :---: |
| Mean | 29.4 | 319.7 | 2.6 |
| Median | 30.0 | 320.0 | 2.7 |
| Minimum | 0.0 | 32.0 | 0.5 |
| Maximum | 75.0 | 850.0 | 3.9 |
| Skewness | 0.0 | -0.1 | -1.0 |

strength outcomes were fairly close to a normal distribution for each sex. The chair stand outcomes were skewed to the right. We reconverted this measure's values into their natural logarithms. Tables 1 and 2 present some summary statistics on the distribution of each variable of health for men and women, respectively.

Since the value of each measure of health may not have the same meaning between the sexes and across countries, we reconverted each measure according to the standard deviation to which it belonged. The standard deviations were computed by sex and country. For each measure, we created 60 categories with a 0.1 standard deviation width going from three standard deviations below the median up to three standard deviations above the median. The values below and above those marks were considered to be extreme outliers, and the observations to which they belonged were dropped. The analyses were run on a total of 17,507 observations. As the results of the Pearson test displayed in Table 3 show, each measure of health is relatively independent of the other two. We therefore assume that the composite measure covers a fairly broad spectrum of physical health.

Table 3:
Correlation matrix between the measures of physical health grip strength, lung strength, and chair stand

|  | Grip strength | Lung strength |
| :--- | :---: | :---: |
| Grip Strength |  |  |
| Lung Strength | 0.2040 |  |
| Chair Stand | 0.3438 | 0.2427 |

### 3.3 The model

The goal of the model is to isolate the specific influence of physical health from the other factors that influence retirement timing. This will allow us to simulate a postponement of all the characteristics that are relevant to retirement timing, except for physical health. The model rests on three building blocks: (1) participation as a function of age, (2) health as a function of age, and (3) participation as a function of health. The model is fully parameterised, which allows us to obtain more consistent estimates. Here we give a formal description of the model.
(1) Participation as a function of age. Age captures much of the variation in participation at older ages. It is a good proxy for different underlying factors that determine retirement timing, such as financial preparedness, norms, and health. We model change in labour force participation according to age following the logistic function

$$
\begin{equation*}
L_{x}=c_{l}+\frac{a_{l} e^{b_{l}\left(x-m_{l}\right)}}{1+e^{b_{l}\left(x-m_{l}\right)}} \tag{1}
\end{equation*}
$$

where $L_{x}=$ the proportion of people participating in the labour market at age $x, b$ determines the strength of the age-related change in participation, $m$ is the age at which the slope is the steepest (i.e., the modal age of exits from the labour market), $c$ is the lower boundary (i.e., the minimum proportion of people active) and $c+a$ is the upper boundary (i.e., the maximum proportion of people active). The subscript $l$ refers to labour force participation. In estimating the parameters we imposed the constraint that $c$ could not go below zero, as negative participation is impossible.
(2) Health as a function of age. The tendency for health to decline with age is the main reason why the ability of people to postpone retirement to higher ages has been questioned. The normally distributed variable of health is modelled based on its mean value and standard deviation. We modelled change in mean health according to age based on a logistic function, supposing that mean health varies between an upper and a lower boundary as we move along the $x$ axis representing age

$$
\begin{equation*}
\mu_{x}=c_{h}+\frac{a_{h} e^{b_{h}\left(x-m_{h}\right)}}{1+e^{b_{h}\left(x-m_{h}\right)}} \tag{2}
\end{equation*}
$$

where $\mu_{x}=$ mean health at age $x, b$ determines the strength of age-related changes in mean health, $m$ is the age at which the slope is the steepest, $c$ is the lower boundary (i.e., the minimum mean health) and $c+a$ is the upper boundary (i.e., the maximum mean health). The subscript $h$ refers to health status.

We consider the health of the active population on the one hand, and the health of the whole population on the other. For each specification of the model, the health of the active population was found to be significantly better than the health of the non-active population (controlling for age and sex). Due to some random fluctuations, the curves of the age-specific mean values of physical health for the active population and for the whole population sometimes crossed. In order to obtain a realistic model, we impose two constraints. For both populations we set $c$ at zero, based on the assumption that both curves approach zero as the age gets higher. We then impose the assumption that $a$ is at least as high for the active population as for the whole population.

The health function of age is further defined in terms of the age-specific standard deviations. The variation in the observed standard deviations according to age do not show any significant slope. As there is also no theoretical reason to believe that the standard variation should vary according to age, we model the standard variation based on the average standard deviation observed between ages 50 and 64 for both sexes.
(3) Participation as a function of health. The variation in participation according to health is found based on the age-participation functions as well as on the agehealth function described above. Based on the age-specific mean health and standard deviations, we find for each age the health density of the whole population. Using the same parameters, we find the health density of the active population, and we weight it according to the age-participation function described by Equation (1). The health-specific levels of participation are found by dividing the function describing the health of the active population weighted by the proportion participating in the labour market by the function describing the health of the whole population.

More formally, the health of the whole population is defined in terms of the density function

$$
\begin{equation*}
W_{h, x}=\frac{1}{\sigma_{w, x} \sqrt{2 \pi}} e^{-\frac{1}{2}\left(\frac{h-\mu_{w, x}}{\sigma_{w, x}}\right)^{2}} \tag{3}
\end{equation*}
$$

where $W_{h, x}=$ the share of the whole population with health status $h$ at age $x, \mu_{w, x}$ is the mean health of the whole population at age $x$ as provided by Equation (2), $\sigma_{w, x}$ is the standard deviation of the health measure of the whole population and $h$ is a health value of infinitesimal width.

The health of the active population is defined in terms of the product of the agespecific level of participation and of the density function

$$
\begin{equation*}
A_{h, x}=L_{x}\left(\frac{1}{\sigma_{a} \sqrt{2 \pi}} e^{-\frac{1}{2}\left(\frac{h-\mu_{a, x}}{\sigma_{a}}\right)^{2}}\right) \tag{4}
\end{equation*}
$$

where $A_{h, x}=$ the share of the active population with health status $h$ at age $x, L_{x}$ is the participation level at age $x, \mu_{a, x}$ is the mean health of the active population at age $x$ as provided by Equation (2), $\sigma_{a, x}$ is the standard deviation of the health measure for the active population and $h$ is a health value of infinitesimal width.

We divide the proportion of people who are active on the labour market inside of the density function of the active population by the density function one of the whole population. This provides us with health- and age-specific labour force participation rates

$$
\begin{equation*}
\frac{A_{h, x}}{W_{h, x}}=l_{h, x} \tag{5}
\end{equation*}
$$

where $l_{h, x}=$ the level of participation at health $h$ and age $x$.

### 3.4 The simulation

The simulation consists of applying the set of health-specific levels of participation described by Equation (5) to the population who are six years older. We base this figure on Eurostat's projections of increases in life expectancy at age 65 up to 2057 (Eurostat high variant scenario; Eurostat 2016b), as many countries have decided to synchronise their changes in the pensionable age with changes in life expectancy (OECD 2011).

The simulation can be described as a twostep procedure. First, the product of the postponed health-specific levels of participation and of the health density of the whole population is found

$$
\begin{equation*}
l_{h, x+n, t} W_{h, x, t}=A_{h, x, t+T} \tag{6}
\end{equation*}
$$

where $A_{h, x, t+T}=$ the density for the population who are active in the labour market with health $h$ and age $x$, supposing a postponement in all of the characteristics inherent to retirement timing except for physical health. Then, by summing up the values of $A$ over all values of

$$
\begin{equation*}
h \sum_{h} A_{h, x, t+T}=l_{x+n, t+T} \tag{7}
\end{equation*}
$$

we obtain a set of age-specific participation rates, where $l_{x+n, t+T}=$ the age-specific participation rate based on the assumption of a postponement of all of the factors that allow people to work longer, except physical health.

## 4 Results

The results are presented in three parts. First, we present the outcomes for men and women, pooling the data from all of the countries included in the dataset. We also demonstrate the fit of the model and illustrate how we simulated a postponement
of retirement while keeping physical health constant. Second, using working life expectancy, we present for the same sets of observations the size of the impact of declining physical health on the postponement of retirement. Third, we assess the sensitivity of the results by comparing them between two groups of countries.

### 4.1 Fitting the model

Figure 2 presents for men and women the fitted and the observed values of labour force participation by year of age (Panel 1), mean health by year of age (Panel 2) and the standard deviation by year of age (Panel 3). The fitted values give the $L, \mu$ and $\sigma$, parameters, respectively.

The $\mu$ and $\sigma$ values represented by the blue line (whole) in Panel 2 and in Panel 3 allow us to obtain health densities for the whole population for each year of age (Equation 3). The health density of men aged 55, $W_{x, 55}$, is represented in blue in the top left graph of Figure 3. The $\mu$ and $\sigma$ values represented by the red line (active) in Panels 2 and 3 of Figure 2 allow us to obtain health densities for the active population (Equation 4). These densities are multiplied by the proportion of people of the same age who are active on the labour market as described in Panel 1 of Figure 2. The resulting proportion is represented by the red bell-shaped surface in the top-left graph of Figure $3\left(A_{x, 55}\right)$.

Dividing the red bell-shaped surface with the blue bell-shaped line of the top-left graph of Figure 3 (Equation 5) provides us with the top-right graph in the same figure. The curve represents the health-specific participation rates $\left(l_{h, 55}\right)$.

The blue bell-shaped line in the bottom-left graph represents the health density of men aged 61. These men are assumed to have the same labour force participation levels as people aged 55 after postponement. However, the health of the 61-yearold men is worse than that of the 55 -year-old men, as represented by the lower $\mu$ value (age $55=31.5$; age $61=29.4$ ). We multiply this health function by the health-specific participation levels of people aged 55 (Equation 6), as represented in the top-right graph $\left(l_{h, 55}\right)$. This provides us with the surface inside the bell curve represented in red; i.e., with the proportion of people working at age 61 supposing a six-year postponement of all of the factors that determine labour force participation except physical health (Equation 7). As a result of the limiting effect of declining physical health, the surface in red in the bottom-left graph is slightly smaller than the surface in red in the top-left graph.

Figure 4 illustrates the same process taking place between age 60 (baseline) and age 66 (postponement). Here we see that both the health and the participation levels decline with age. Figure 5 illustrate the resulting levels of participation for all years of age and compares them with the levels that would have been obtained if the decline in physical health had been postponed along with the rest of the characteristics that determine retirement timing.

Figure 2:
Estimated and observed values, proportion participating in the labour market, mean health, and standard deviation of health, men and women


Figure 3:
Illustration of the simulation of a postponement of retirement keeping physical health constant, men, aged 55 to 61


Figure 4:
Illustration of the simulation of a postponement of retirement keeping physical health constant, men, aged 60 to 66




Simulation age 60 (postponed to 66)
Top left: $\quad$ Blue $=W_{x, 60}$ (eq. (4)) Red $=A_{x, 60}$ (eq. (5))

Top right: $\quad I_{h, 60}$ (eq. (6))
Bottom Left: $\quad$ Blue $=W_{x, 60}$ (eq. (4))
Red $=I_{h, 60}{ }^{*} A_{x, 66}$ (eq. (7))

Figure 5:
Proportion active in the labour market by year of age, with and without the limiting effect of physical health on postponement


### 4.2 Working life expectancy

As a way to present the results, we computed abridged working life expectancy for each sex, pooling all observations from the 14 countries. The results represent the situation of an average European country. Here, the working life expectancy is just the area under the participation curve, as defined by Equation (7). It is calculated on 20 years of age, and conditionally on being active at baseline (i.e., the area under the curve is divided by participation at baseline).

The working life expectancy was first calculated between age 50 and age 70, without supposing any change in characteristics. The results of this computation are represented in Figure 6 by the full bars, which reach 10.74 years for men and 9.28 years for women. The postponement of the eligibility for retirement benefits, with a corresponding postponement in the whole set of characteristics inherent to retirement timing including physical health would mean that people aged 56-76 would, at baseline, have the same working life expectancy as people aged 50-70. The right part of the bars shows the discrepancy introduced by the failure to postpone the decline in physical health, while all of the other factors are postponed. The discrepancy is quite small in each case; reaching 0.36 years for men and 0.55 for women.

Another way to look at the same results is by using the characteristics-based age. Here, we use the remaining working life expectancy as a characteristic to assess the size of the discrepancy introduced by postponing all of the factors inherent in labour force participation except health. The results are presented in Table 4. Assuming a six-year postponement, people aged 56 are expected to have the same remaining working life expectancy as people aged 50 if all of the relevant factors are postponed.

Figure 6:
Working life expectancy ages 56-76, with and without the limiting effect of physical health on postponement, men and women


## Table 4:

Age at which the working life expectancy is the same as the reference age, assuming a postponement of all of the factors except the decline in physical health, men and women

|  | Age at which the working life <br> expectancy is the same as the <br> reference age |  |
| :---: | :--- | :---: |
| Reference age | Men | Women |
| 56 | 55.62 | 55.42 |

The failure to postpone the decline in physical health brings this figure down to 55.62 for men and to 55.42 for women.

### 4.3 Sensitivity analysis

The results presented above give us an idea of the impact of a constant age profile of physical health when the rest of the factors predicting retirement are postponed in an average European country. Here, we assess whether this average could hide big discrepancies between countries. In order to obtain more stable estimates, we produced results for two groups of countries rather than for single countries.

The groups are built so that they diverge from each other in terms of the impact of health on the postponement of retirement. The first group is comprised of countries that have higher levels of labour force participation at older ages and higher shares of the population aged 50-65 receiving disability benefits: namely, Sweden, Denmark, the Netherlands, Ireland, the Czech Republic, and Spain. The second group is comprised of countries that have lower levels of participation and lower shares of

Figure 7:
Working life expectancy ages 56-76, with and without the limiting effect of physical health on postponement, men and women, high vs. low impact countries

the population aged 50-65 receiving disability benefits: namely, France, Greece, Austria, Belgium, and Italy. Levels of participation at older ages are calculated by Eurostat for the year 2007 (Eurostat 2016a). The proportions of the population receiving disability benefits are calculated based on auto-declaration, and are found in Boersch-Supan (2010). The proportions of the population who are active at older ages and the proportions of the population receiving disability benefits are summarised in the appendix.

Our a priori assumption is that the impact of physical health on the postponement of retirement will be bigger in the first group, because the people in this group tend to still be working at higher ages, and older people tend to be in poorer physical health. Furthermore, we expect the higher share of the population receiving disability benefits to translate into a bigger impact of health on labour force participation. We call the first group the high-impact countries, and the second group the low-impact countries.
The results in Figure 7 confirm our expectation. In the high-impact countries, the number of years men are expected to spend in the labour market between ages 56 and 76 is 11.63 . The actual figure is 11.12 ; a difference of 0.51 years. In the lowimpact countries, men are expected to spend 9.48 years in the labour market between ages 56 and 76 with the postponement of all characteristics. When the limiting effect of physical health is taken into account, the figure is 9.28 ; a difference of 0.25 years.

The discrepancy between the high- and the low-impact countries is smaller among women. The number of years women are expected to spend in the labour market between ages 56 and 76 assuming a postponement is 10.13 in the highimpact countries. The actual value after taking the limiting effect of physical health into account is 9.50 ; a difference of 0.62 years. In the low-impact countries, working

Table 5:
Age at which the working life expectancy is the same as the reference age, supposing a postponement of all factors except physical health, men and women, high- vs. low-impact countries

|  | Age at which the working life expectancy is the same as <br> the reference age |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Reference age | Men high | Men low | Women high | Women low |
| 56 | 55.47 | 55.74 | 55.33 | 55.55 |

life expectancy is 8.24 years when the postponement of all factors is assumed. The actual figure is 7.80 ; a difference of 0.44 years.

The characteristic ages translate into the same results. In the high-impact countries, men aged 55.47 and women aged 55.33 have the same working life expectancy as their 50-year-old counterparts at baseline. In the low-impact countries, men aged 55.74 and women aged 55.55 have the same working life expectancy as their 50-year-old counterparts at baseline.

## 5 Discussion

In the present paper, we proposed a simulation of the impact of physical health on labour force participation when the age at retirement is postponed. The simulation was based on a framework in which we considered physical health as a distinct characteristic predicting retirement timing. In this framework, physical health was the only characteristic that was not postponed. The model - which is based on an age-function of labour force participation, as well as on changes in physical health according to age in the active population relative to the whole population allowed us to isolate the effect of physical health on participation. Physical health was measured objectively using standardised grip strength, lung strength, and chair stand tests. The estimates were based on data collected in 2006 and 2007 in 14 SHARE countries.

The results suggest that physical health had a limited effect on the postponement of retirement. We saw that the link between labour force participation and physical health varied little between people aged 56-76 years and people aged 50-70. More precisely, when we included in our analysis a postponement of all of the characteristics that are relevant to retirement timing except physical health, we found that relative to the younger group, the older group had a working life expectancy that was only 0.36 years shorter among men, and 0.55 years shorter among women. In other words, a man aged 55.62 and a woman aged 55.42 could expect to work as many years as their 50 -year-old counterparts if all of
the characteristics that predict retirement except for physical health are postponed six years. The results did show some sensitivity to country differences. This was especially true among men, for whom the impact of stagnating physical health doubled between the so-called low- and high-impact countries. However, the impact in these countries remained small, as the loss in terms of working life expectancy due to physical health hovered at around 0.5 years out of almost 12 years.

We attribute our finding that stagnating health had only a small effect on the postponement of retirement to the following mechanism. Although physical health has an important effect on labour force participation - as has been repeatedly shown in occupational health research - this effect is strong for only a relatively small number of people. Furthermore, although physical health declines considerably with age, it does not deteriorate so quickly that older people are unable to continue working at higher ages, as long as the postponement of retirement stays within reasonable boundaries. Our observation that the impact of physical health was greater in the countries in which higher shares of the population were participating in the labour market and receiving disability benefits confirms those findings.

These results echo the findings of some previous studies that examined the question of whether older people are physically and mentally able to work longer. Crimmins et al. (1999) and Reynolds and Crimmins (2010) found that the selfassessed ability to work has been rising in the American population aged 50-70 since the end of the 1980s. Milligan and Wise (2015) found for a sample of OECD countries and Rehkopf et al. (2016) found for the United States that the unused capacity to work at older ages was "substantial". Milligan and Wise reached that conclusion based on levels of labour force participation specific to mortality conditions over time, while Rehkopf et al. did so based on estimates of the link between labour force participation and a battery of health and socio-demographic variables.

These results, as well as the findings presented in this paper, all strongly suggest that health should not be a serious hurdle to higher labour force participation at older ages. The present paper expands the existing evidence in several ways. First, we documented the specific role of physical health. Moreover, our use of objective measures allowed us to avoid the justification bias, which has been shown to have the potential to bias upwards the effect of health on labour force participation. The three measurements (grip strength, lung strength, and chair stand) cover a broad spectrum of physical health characteristics. The model, which rests on a few parameters that are easy to estimate, is fairly simple and can be reproduced with data from SHARE's sister studies, like the Health and Retirement Study and the English Longitudinal Studies on Ageing.

However, the approach we used here has some limitations. We did not consider the role of mental health, which has also been shown to also have an important impact on early exits from the labour force. If the physical demands of work continue to decrease, studying the impact of mental health on the ability to continue working could become more relevant. The three measures of physical health that we used were the only ones available that met our criteria. Even though these measures
have been shown to be fairly independent of each other, they do not necessarily cover all aspects of physical health. As a result, the impact of physical health on labour force participation could turn out to be somewhat larger than is estimated here, although we do not believe that the findings of a study that covered a wider range of physical health characteristics would be dramatically different. Finally, we did not investigate how the impact of health varies according to socioeconomic status. Given that levels of health differ considerably across subpopulations, and that the work done by people with lower socioeconomic status is often physically demanding, this question constitutes an important topic for future research.
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## Appendix

Figure A.1:
Percentage of the population aged 50-64 active on the labour market, by country


Figure A.2:
Percentage of the population aged 50-64 receiving disability benefits, by country


# Adjusting prospective old-age thresholds by health status: empirical findings and implications. A case study of Italy 
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#### Abstract

While traditional measures of population ageing are bound to the concept of chronological age, new indicators have been proposed that take into account the dramatic changes that have occurred in later life due to increasing longevity. In this paper, we re-evaluate demographic ageing in Italy using prospective oldage thresholds based on both total remaining life expectancy and remaining life expectancy in good health. We show that the proportion of individuals above the prospective thresholds has been increasing much more slowly than the proportion of people aged 65 years and older, and that the increase in the proportion of individuals above the prospective thresholds adjusted for health status has been more or less large depending on trends in health status at older ages. Given these results and the ongoing improvements in health conditions among older people, we think the consequences of population ageing for Italian society could be less severe than expected.


## 1 Introduction

It is well known that all developed countries have been experiencing a marked decline in mortality driven by medical progress and improving living conditions over the whole life cycle (Amick et al. 2002; Ben-Shlomo and Kuh 2002; Demakakos et al. 2015), and especially in early life (Kermack et al. 2001;

[^10]Bengtsson et al. 2009; Beltràn-Sanchez et al. 2013). While the expansion of knowledge in the early $20^{\text {th }}$ century about the treatment and the prevention of infectious and acute diseases led to important reductions in mortality at younger ages, death rates at adult and older ages did not start to decrease significantly until further scientific advancements in the treatment of chronic diseases were made after World War II (Meslé and Vallin, 2000; Caselli 2015). Since then, mortality has been continuously decreasing, especially at older ages (Kannisto 1994, 1996; Rau et al. 2008). People are now surviving to increasingly old ages, and it is no longer uncommon for individuals to live 100 years or more (Jeune and Kannisto 1997; Robine and Vaupel, 2002; Vaupel 2010).

As a result of mortality decline, the average life span has steadily lengthened over time, reaching very high levels in recent years. Thus, life expectancy at birth doubled in most developed countries during the 20th century (Human Mortality Database, 2015). Nonetheless, life expectancy is expected to continue to grow in the near future, and the most optimistic scholars even believe that a maximum human life expectancy does not exist (Caselli and Vallin, 2001; Oeppen and Vaupel, 2002). During the 1950s, life expectancy at older ages also began to increase. Thus, just as life expectancy at birth has been extended to ages once considered unreachable, the number of remaining years to live of people who have reached older ages has risen to such an extent that it is now usual (in the literature, as in life) to distinguish between the "old" and the "oldest-old"; with the latter group consisting of individuals aged 80 or 85 years and older (Suzman et al. 1992; Baltes and Smith 1999; Vaupel 2010).

As extending life must be considered one of humankind's greatest achievements, nobody who was present at the start of this process could have imagined that such a positive development in population dynamics would cause growing concern over time. Nonetheless, a potentially negative consequence of rising life expectancy is that, together with a simultaneous drop in fertility rates, this longevity revolution (Butler, 2008) is leading to a dramatic ageing of the populations of many countries, profoundly changing the balance between their young, adult, and older components (Cohen 2005). The problem is that many questions about the impact of this shift in the age structure of a population towards older ages on the sustainability of a country's health - as well as on its social and economic systems - still remain unanswered.

Pessimistic assumptions regarding our future ability to deal with the (potentially negative) effects of population ageing currently prevail; thus, the idea that it will gradually become impossible to satisfy the needs of the elderly for health and social care is widespread. These assumptions are, however, often based on observed trends in the numbers and the proportions of individuals who survive beyond a fixed age threshold - usually 65 years old. Such measures of population ageing do not take into account the possibility that many characteristics of the population at a given age could change over time. Yet some of these characteristics - in addition to life expectancy - are already changing; indeed, because people are living longer, the whole life course is being stretched. This expansion of the life course is modifying the meaning of particular ages, as well as the timing of transitions from one life
course stage to another (Lee and Goldstein 2003). People who are aged 65 years today can expect to enjoy longer and healthier lives than ever before. On average, they are more educated and live in better social and economic conditions than their peers born 50 to 100 years before. Even from a biological point of view, many studies have demonstrated that, although ageing is a universal process, a significant degree of plasticity exists both between individuals and between successive cohorts. This finding appears to hold regardless of the measure of biological ageing that is adopted (McDonald, 2014). For instance, the frailty index - i.e., the proportion of deficits present in an individual out of the total number of age-related health variables considered - depends on gender, education, marital status, and other sociodemographic characteristics; and thus changes from one cohort to another (Jones et al. 2005). The allostatic load - i.e., an indicator of individual ageing that links physiologic dysregulation to the risk of adverse health outcomes (Crimmins et al. 2003 ) - increases rapidly until age 65 , and then stabilises, partially due to a selection effect among older people with respect to physiological status. It has indeed been demonstrated that biological risk and physiological dysregulation are strongly related to socioeconomic conditions over the life cycle, and that people in less favourable conditions die at younger ages. Thus, the physiological status differences between individuals are reduced at older ages (Crimmins et al. 2009). Finally, research on telomere length - which is frequently used as a biomarker of ageing confirms that the rate of progression of individual ageing is strongly influenced by lifestyle. This explains the progress observed over time, and provides support for the claim that ageing can be further slowed through active health policies (Shammas 2012). It is thus clear that the ageing process has been changing at the individual level, and that we should rethink our assumptions about the relationship between age and different phases of life (Holstein and Gubrium 2000; Lee and Goldstein 2003). These developments should also be taken into account when evaluating the magnitude and the impact of ageing at the population level. New concepts and indicators are needed to correctly identify the individuals who should be truly classified as elderly, as being older than a fixed threshold is no longer a satisfactory measure of who is or is not "old". Studies on the economic impact of widespread longevity have also shown that forecasting future trends in health care expenditures based on the numbers and the proportions of people above the conventional old-age threshold (i.e., 65 years) would lead to unjustifiably alarming forecasts. Indeed, the bulk of health care expenditures are related to services administered to individuals during their last years of life (regardless of their chronological age); and to external factors, such as the cost of new technologies (Stearns and Norton 2004; Seshamany and Gray 2004; Shang and Goldman 2008).

Different indicators may be used to represent the dramatic increase in longevity that occurred during the second half of the $20^{\text {th }}$ century. The modal age at death is one of these indicators, and is an appropriate metric to use to describe increases in survival to very high ages (Kannisto 2000, 2001; Robine et al. 2007), as it is particularly sensitive to mortality dynamics at older ages (Horiuchi et al. 2013). Many studies have tried to link trends in the risk of death at older ages to the
process of ageing (Horiuchi and Wilmoth 1997; Barbi 2003; Vaupel 2010; Salinari and De Santis 2014; Zheng 2014). Other researchers have proposed new measures of population ageing based on remaining life expectancy. The most promising of these proposed measures introduces the concept of prospective age (Sanderson and Scherbov 2007, 2008, 2010, 2015; Lutz et al. 2008), thereby reactivating a line of pioneering research that was much discussed in the 1970s (Ryder 1975). Referring to prospective age instead of chronological age allows us to account for improvements in longevity. Prospective age is the age at which the number of years of remaining life expectancy equals the number of years observed at an age taken as a point of reference, such as a specific age in a past time period. We will use this concept to identify old-age thresholds that can be compared both between different years and between men and women, using the same value of remaining life expectancy as a point of reference.

While the prospective age concept can itself be seen as a breakthrough in the research into possible alternatives to traditional measures of population ageing, we think that this indicator could be further enhanced by incorporating information on the population's health status that accounts for the quality of the extra years of life gained through longevity improvements. The good news is that in countries where high-quality data on population health are available, prospective ages adjusted for health status can be easily computed by referring to remaining health expectancies i.e., to the number of remaining years of good health - instead of the total remaining life expectancy.

In this paper, we apply the concept of prospective age (both with and without adjusting for health status) to an analysis of the past, present, and future magnitudes of population ageing in Italy. Our aim is to re-estimate population ageing using prospective measures that take into account not only increased longevity, but also the associated changes in the health conditions of older individuals in the population. In order to do so, we calculate the total number of prospective old-age thresholds between 1887 and 2050 (observed up to 2013 and then projected), and the prospective old-age thresholds without functional limitations and in good selfrated health for 1991, 1994, 2000, 2005, and 2013; i.e., for those years for which data from the national health interview survey conducted by the Italian National Institute of Statistics (Istat) are available. We show that the total prospective old-age thresholds have been rising steadily over the whole period, and that the increases in the shares of men and women above these thresholds have been much smaller than the increases in the shares of men and women aged 65 and older. After adjusting for health status, these results are even more encouraging, but they also confirm the existence of large gender differences. Indeed, the positive evidence that the oldage thresholds without functional limitations and in good self-rated health rose even more than the total prospective thresholds should be weighed against our finding that women made less progress than men, as women generally reported being in worse health (the well-known health-survival gender paradox, Oksuzyan et al. 2008), and the health status of women does not appear to be improving as rapidly as that of men.

Figure 1:
Observed and expected life expectancy of Italian men and women aged zero and 65 years between 1887 and 2050


Source: The observed data come from the Human Mortality Database for the years 1887-2013, and the predicted data come from Istat for the years 2014-2050.

## 2 How old is the Italian population? Traditional VS new measures of ageing

As in other developed countries, Italy has been experiencing a notable increase in life expectancy; a trend that is expected to continue into the foreseeable future. To better illustrate the evolution of life expectancy over time, the historical and the projected trends in life expectancy in Italy - at birth and at age 65 - are shown in Figure 1.

Between 1887 and 2013, life expectancy rose from about 36 years to 79.8 years among men and to 84.6 years among women. Furthermore, over the same period the remaining life expectancy at age 65 virtually doubled: it rose from approximately 10 years in 1887 to 18.3 years among men and to 21.8 years among women in 2013. Most of these improvements have, however, occurred over the last 60 years: in 1950, life expectancy at age 65 was 13.0 years among men and 13.9 years among women.

Apart from observing the rapid pace of these improvements, it is interesting to note that a significant gender gap in survival conditions has been gradually emerging. Whereas at the end of the 19th century Italian men and women had roughly the same life expectancy, today women can expect to live 4.8 years longer than men at all ages (down from a maximum gap of 6.7 years in 1980). According to forecasts made by Istat, by 2050 life expectancy will reach 85 years for men and 90 years for women;

Figure 2:
Prospective old-age thresholds, defined as the age at which the remaining life expectancy equals that of a person aged 65 living in 1887, for men and women between 1887 and 2050


Source: Our calculations based on observed data from the Human Mortality Database for the years 1887-2013, and predicted data by Istat for the years 2014-2050.
thus, Italians are expected to gain another five years of life between 2013 and 2050. In addition, life expectancy at age 65 is projected to reach 22 years for men and 26.5 years for women by 2050; or four years more than in 2013.

The effects of such a dramatic increase in life expectancy are visible in the form of rising numbers and proportions in the population of individuals older than age 60 or age 65 . However, the pace of this trend differs considerably depending on which measure of demographic ageing is used. If, as is generally the case today, we assume that age 65 is the old-age threshold, then we find that the proportion of elderly people in the Italian population has been growing at such a rapid pace that there may be doubts about society's ability to deal with the consequences. If, however, we use a prospective rather than a retrospective old-age threshold, a much less alarming demographic picture appears, as we show with the following example.

Based on the method suggested by Sanderson and Scherbov (2007), we first define the prospective old-age threshold for each year between 1887 and 2050 as the age at which the remaining life expectancy equals the remaining life expectancy observed at age 65 in the first year of the considered period; i.e., 1887. We then define as elderly those individuals who are older than the threshold. As can be seen in Figure 2, this measurement strategy allows us to compute a dynamic threshold that constantly changes to include any evidence of survival improvements at higher

Figure 3:
The proportion of individuals aged 65 and older and the proportion of individuals older than the prospective old-age thresholds, defined for each year as the age at which the remaining life expectancy equals that of a person aged 65 living in 1887, for men and women between 1887 and 2050


Source: Our calculations based on observed data from the Human Mortality Database for the years 1887-2013, and predicted data by Istat for the years 2014-2050.
ages. A significant increase in the threshold is indeed observed, especially since the beginning of the second half of the last century. Applying this strategy, we estimate that in 2013 the prospective old-age threshold was 76.5 for men and 80 for women, and will be 79.4 for men and 83.8 for women in 2050 (i.e., between 1887 and 2050, this threshold is expected to increase by 14 years for men and by 19 years for women). Yet in this scenario as well, we see that a gender gap has been gradually emerging over time.

In Figure 3, we can see the differences in the estimates of population ageing generated by the analysis based on the chronological old-age threshold (fixed at age 65 ), and by the analysis based on the new and dynamic prospective old-age threshold, which refers to remaining life expectancy.

The share of individuals older than the fixed threshold of 65 years increased from $6 \%$ of both men and women in 1887 to $18.3 \%$ of men and $23.3 \%$ of women in 2013. On the other hand, the share of individuals older than the prospective thresholds went from $6 \%$ to almost $8 \%$ of both men and women; a very limited increase relative to the increase observed when using traditional measures of ageing ( $2 \%$ among both men and women vs. $12 \%$ among men and $17 \%$ among women). Over the
next 50 years, the share of individuals in the population older than the prospective thresholds is expected to grow more consistently, but still at a much slower pace than the proportion of the population aged 65 years and older. While $35 \%$ of women and $30 \%$ of men are expected to be in the second group in 2050 , just $12 \%$ of men and $11 \%$ of women are expected to be in the first group in 2050. It is important to note that the gender differences are much smaller when we analyse population ageing using the prospective rather than the chronological definition of the old-age threshold.

## 3 Changing health conditions among the elderly in Italy

A criticism that could be made about the use of the prospective measure of ageing is that it tracks progress in survival, without evaluating the conditions in which older people live their extra years of life. The prospective old-age thresholds defined in the previous paragraph do not include any information about the quality of the remaining life expectancy. This could lead to inaccurate estimates of the socioeconomic consequences of population ageing, as improved longevity would be a truly positive development if the years of life gained are spent in good health. Thus, the negative effects of ageing on socioeconomic sustainability might be overestimated if people are indeed living longer and healthier lives, as healthy agers could continue to have a role in society (Vaupel 2006), and would place a much smaller burden on the health system than is currently anticipated. Conversely, rising longevity could simply result in an increase in the number of years spent in poor health, and, consequently, in the proportion of individuals with high social and health care needs. In other words, individuals who survive to older ages could be a burden or a resource, depending on their health status. Based on this reasoning, we think that prospective old-age thresholds should account for changes in the health conditions of the elderly in order to provide more realistic information about the potential impact of population ageing in a specific country.

Here, we present a brief overview of the health status of the Italian elderly population. These results will be used in the next paragraph to adjust the prospective old-age thresholds for health status. Istat has been conducting nationally representative health interview surveys approximately every five years since 1991. Thus, high-quality, comparable health data are available for Italy for a period of about 20 years. We calculated health expectancies - i.e., the number of years of life to be lived in good health (Jagger and Robine 2011; Jagger et al. 2014) - of individuals aged 65,70 , and 75 in 1991, 1994, 2000, 2005, and 2013. We computed two different health expectancies: functional health expectancy, which refers to the number of years to be lived without severe functional limitations; and subjective health expectancy, which refers to the number of years to be lived in good self-rated health. Four different areas of functional limitation are included in the definition of functional health: limitations of the senses, limitations of movement, limitations in activities of daily living (ADL), and confinement. Self-rated health is assessed for

Table 1:
Total life expectancy (LE), functional limitation-free life expectancy (LFLE), life expectancy with functional limitations (LLE) and proportion of years to be lived without functional limitations (HR) among men and women of age 65, 70 and 75 in the years 1994, 2000, 2005 and 2013

|  | Men |  |  |  |  | Women |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1991 | 1994 | 2000 | 2005 | 2013 | 1991 | 1994 | 2000 | 2005 | 2013 |
| 65 years |  |  |  |  |  |  |  |  |  |  |
| LE | 15.2 | 15.5 | 16.5 | 17.5 | 18.6 | 19.0 | 19.4 | 20.4 | 21.3 | 22.0 |
| LFLE | 12.1 | 12.7 | 13.7 | 14.6 | 15.6 | 13.8 | 14.1 | 14.9 | 15.6 | 16.1 |
| LLE | 3.0 | 2.8 | 2.8 | 2.8 | 2.9 | 5.1 | 5.2 | 5.4 | 5.6 | 5.9 |
| HR (*100) | 80.1 | 81.9 | 83.1 | 83.7 | 84.2 | 72.9 | 73.0 | 73.3 | 73.5 | 73.3 |
| 70 years |  |  |  |  |  |  |  |  |  |  |
| LE | 12.0 | 12.3 | 13.0 | 13.7 | 14.7 | 15.0 | 15.3 | 16.2 | 17.1 | 17.7 |
| LFLE | 9.0 | 9.5 | 10.3 | 10.9 | 11.8 | 10.0 | 10.3 | 10.9 | 11.5 | 11.9 |
| LLE | 3.0 | 2.8 | 2.8 | 2.9 | 2.9 | 5.0 | 5.1 | 5.3 | 5.5 | 5.8 |
| HR (*100) | 75.2 | 77.2 | 78.8 | 79.2 | 80.2 | 66.7 | 66.9 | 67.3 | 67.5 | 67.3 |
| 75 years |  |  |  |  |  |  |  |  |  |  |
| LE | 9.1 | 9.3 | 10.0 | 10.5 | 11.3 | 11.3 | 11.6 | 12.4 | 13.1 | 13.7 |
| LFLE | 6.1 | 6.6 | 7.2 | 7.6 | 8.3 | 6.6 | 6.8 | 7.3 | 7.7 | 8.1 |
| LLE | 3.0 | 2.8 | 2.7 | 2.9 | 2.9 | 4.7 | 4.8 | 5.1 | 5.4 | 5.6 |
| HR (*100) | 67.4 | 70.5 | 72.5 | 72.4 | 74.2 | 58.5 | 58.5 | 59.0 | 59.1 | 59.2 |

Source: Our calculations based on data from the Italian national health interview survey conducted by Istat in the years 1994, 2000, 2005, and 2013.
each individual using the question: "How is your health in general?". Respondents who answered "good" or "very good" are described as being in good health. It should be noted, however, that because this question had a different formulation in the 1991 Italian national health interview survey, it is not possible to compare the results obtained for this year with the other results. This shortens the observed interval from 1994 to 2013.

For all of the considered ages and calendar years, Table 1 reports the total life expectancy, the life expectancy free of functional limitations, the life expectancy with functional limitations, and the proportion of years to be lived without functional limitations relative to the total remaining life expectancy (health ratio). When we look at the table, we see immediately that the number of years to be lived without functional limitations has been rising continuously since 1991, at all ages and for both genders. At the same time, however, the increase in this figure has been much more pronounced among men than among women. In addition, over the past two decades, the number of years spent with functional limitations - which was already higher among women than among men in 1991 - increased slightly among women,

## Table 2:

Total life expectancy (LE), life expectancy in good self-rated health (HLE), life expectancy in poor self-rated health (PHLE) and proportion of years to be lived in good self-rated health (HR) among men and women of age 65, 70 and 75 in the years 1994, 2000, 2005 and 2013

|  | Men |  |  |  | Women |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1994 | 2000 | 2005 | 2013 | 1994 | 2000 | 2005 | 2013 |
| 65 years |  |  |  |  |  |  |  |  |
| LE | 15.5 | 16.5 | 17.5 | 18.6 | 19.4 | 20.4 | 21.3 | 22.0 |
| HLE | 11.0 | 12.3 | 14.4 | 15.5 | 12.9 | 14.8 | 15.9 | 16.6 |
| PHLE | 4.5 | 4.3 | 3.0 | 3.1 | 6.5 | 5.6 | 5.3 | 5.4 |
| HR (*100) | 71.0 | 74.1 | 82.7 | 83.5 | 66.7 | 72.6 | 74.9 | 75.6 |
| 70 years |  |  |  |  |  |  |  |  |
| LE | 12.3 | 13.0 | 13.7 | 14.7 | 15.3 | 16.2 | 17.1 | 17.7 |
| HLE | 8.1 | 9.1 | 10.9 | 11.9 | 9.9 | 11.2 | 12.2 | 12.8 |
| PHLE | 4.2 | 3.9 | 2.8 | 2.8 | 5.5 | 5.0 | 4.8 | 4.9 |
| HR (*100) | 66.2 | 70.2 | 79.6 | 81.0 | 64.4 | 69.0 | 71.8 | 72.3 |
| 75 years |  |  |  |  |  |  |  |  |
| LE | 9.3 | 10.0 | 10.5 | 11.3 | 11.6 | 12.4 | 13.1 | 13.7 |
| HLE | 5.7 | 6.6 | 8.0 | 8.8 | 7.2 | 8.1 | 8.9 | 9.4 |
| PHLE | 3.6 | 3.3 | 2.5 | 2.5 | 4.4 | 4.3 | 4.2 | 4.3 |
| HR (*100) | 61.2 | 66.4 | 76.0 | 77.8 | 61.8 | 65.6 | 68.2 | 68.6 |

Source: Our calculations based on data from the Italian national health interview survey conducted by Istat in the years 1994, 2000, 2005, and 2013.
but remained largely stable among men. Thus, the gender gap in health expectancy has been widening over the years, with men gaining more years of healthy life than women. This pattern is clearly demonstrated by the health ratio, which is not just higher among men than among women, but is also rising at a faster pace among men than among women. In 1991, 65-year-old men were expected to live $80.1 \%$ of their remaining life without functional limitations, compared to $72.9 \%$ for women. By 2013, the corresponding values had risen to $84.2 \%$ and $73.3 \%$. Moreover, these gender differences tend to increase with age, especially in the most recent years: in 2013, 75-year-old women could expect to live only $59.2 \%$ of their remaining life without functional limitations, a much lower proportion than the $74.2 \%$ observed among men. Overall, Table 1 describes a relative compression of morbidity scenario, as it has been defined by Fries (1989): i.e., for both men and women, the number of years spent without functional limitations increased more than the number of years spent with functional limitations (Robine and Mathers 1993; Doblhammer and Kytir 2001).

Table 2 refers to self-rated health, and shows the healthy life expectancy (i.e., the life expectancy in good health), the life expectancy in poor health, the total life expectancy, and the health ratio for all ages and years starting from 1994. These indicators paint an even more favourable picture, as they show that since 1994, both men and women have experienced not only increases in the number of years lived in good health, but significant decreases in the number of years lived in poor health. Moreover, the health ratio for functional limitations has increased especially sharply. Notable gender differences are, however, still evident: women were already disadvantaged at the beginning of the study period, and especially at older ages, women did not make as much progress as men during the subsequent years. For instance, among 65-year-olds in 1994, the average share of life to be lived in good health was $71 \%$ for men and $66.7 \%$ for women; whereas among 65 -yearolds in 2013, the corresponding proportions were $83.5 \%$ and $75.6 \%$. Yet despite these differences, the trends described for both men and women show an absolute compression of the morbidity scenario, as the years spent in poor health decreased in both absolute and relative terms.

In sum, the health of the Italian older population has been evolving positively in recent decades, as major health problems are shifted towards older ages, and highquality years are added to the total lifespan. Health has been improving among men in particular, while improvements seem to have been slowing down over time among women.

## 4 Prospective old-age thresholds: an adjustment for health status

To take into account the health conditions of older people in Italy, we substitute the functional limitation-free and healthy life expectancies for the total life expectancy in the calculation of prospective ages. Using this approach, we are able to define old-age thresholds based not only on progress made in survival, but on changes in the health-related quality of life.

Focusing on the functional dimension of health, we compute the prospective old-age threshold without functional limitations as the age at which the functional limitation-free life expectancy equals that observed for an individual aged 65 in 1991, i.e., the first year of the reference period; we then compare this threshold with the total prospective ages (all health states considered), which is calculated by referring to the same year (Table 3). Among men, the functional limitation-free oldage threshold in 2013 was 69.6 years and the total prospective old-age threshold was 69.4 years; i.e., 4.6 and 4.4 years more than in 1991. Among women, the functional limitation-free old-age threshold in 2013 was 67.8 and the total prospective old-age threshold was 68.6 years; i.e., 2.8 and 3.6 years more than in 1991. Therefore, both prospective thresholds increased for both men and women over the last two decades. However, a difference emerges: the functional limitation-free prospective old-age
Table 3:
Total (LE) and functional limitation-free (LFLE) prospective old-age thresholds, respectively, defined as the ages at which the total and the functional limitation-free life expectancies equal those observed at age 65 in 1991 for men and women, and the prospective old-age thresholds of women relative to those of men in the years 1991, 1994, 2000, 2005, and 2013

| Prospective age | Men |  |  |  |  | Women |  |  |  |  | Women/Men |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1991 | 1994 | 2000 | 2005 | 2013 | 1991 | 1994 | 2000 | 2005 | 2013 | 1991 | 1994 | 2000 | 2005 | 2013 |
| LE | 65.0 | 65.6 | 67.0 | 68.1 | 69.4 | 65.0 | 65.5 | 66.7 | 67.8 | 68.6 | 69.7 | 70.2 | 71.3 | 72.2 | 73.0 |
| LFLE | 65.0 | 65.9 | 67.3 | 68.3 | 69.6 | 65.0 | 65.4 | 66.4 | 67.2 | 67.8 | 67.2 | 67.6 | 68.5 | 69.2 | 69.7 |

Source: Our calculations based on data from the Italian national health interview survey conducted by Istat in the years 1991, 1994, 2000, 2005 , and 2013.

## Figure 4:

Total (LE) and functional limitation-free (LFLE) prospective old-age thresholds, respectively, defined as the ages at which the total and the functional limitation-free life expectancies equal those observed at age 65 in 1991 for men, and the corresponding prospective old-age thresholds of women relative to those of men between 1991 and 2013


Note: The prospective old-age thresholds are calculated for 1991, 1994, 2000, 2005, and 2013; and were obtained by interpolation for all other years.
Source: Our calculations based on data from the Italian national health interview survey conducted by Istat in the years 1991, 1994, 2000, 2005, and 2013.
threshold increased slightly more than the total prospective old-age threshold among men, and less than the total threshold among women. Thus, in contrast to estimates of survival probabilities, these indicators suggest that elderly women have been doing much worse than their male counterparts, and that men have been ageing more successfully than women.

However, direct comparisons between men and women using the prospective oldage thresholds reported in Table 3 can be misleading, as men and women may be expected to live different numbers of years at the starting reference point, both in total and without functional limitations. Therefore, the remaining life expectancy used as a reference for computing the prospective age is not the same for men and women. To create comparable indicators, we calculated a gender-comparative prospective old-age threshold for women as the age at which the total and the healthspecific remaining life expectancies equal those observed among men at age 65 in 1991. We called this new measure "the prospective comparative old-age threshold of women in respect to men".

The results, shown in Figure 4, confirm that including information on health has a large impact on prospective old-age thresholds. When we consider the total
Table 4:
Total (LE) and healthy (HLE) prospective old-age thresholds, respectively, defined as the age at which the total and the healthy life expectancies equal those observed at age 65 in 1994 for men and women, and the prospective old-age thresholds of women relative to those of men in the years 1994, 2000, 2005, and 2013

| Prospective age | Men |  |  |  | Women |  |  |  | Women/Men |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1994 | 2000 | 2005 | 2013 | 1994 | 2000 | 2005 | 2013 | 1994 | 2000 | 2005 | 2013 |
| LE | 65.0 | 66.4 | 67.6 | 69.1 | 65.0 | 66.2 | 67.3 | 68.1 | 69.7 | 70.8 | 71.8 | 72.6 |
| HLE | 65.0 | 68.3 | 69.9 | 71.6 | 65.0 | 67.6 | 69.1 | 69.9 | 68.1 | 70.2 | 71.6 | 72.3 |

prospective old-age thresholds, we see that a wide gender gap emerges, and that this gap has decreased only slightly over the period. These thresholds were indeed 4.7 and 3.6 years higher for women than for men in 1991 and 2013, respectively. The picture painted by the functional limitation-free prospective old-age thresholds is rather different. While it still appears that women aged later than men, the difference between the comparative prospective thresholds of the two sexes was much smaller. Moreover, because the gender gap had been decreasing so much over time, it was almost no longer visible by 2013: whereas the old-age threshold was two years higher among women than among men in 1991, the difference was just 0.1 years in 2013.

The results obtained for the subjective dimension of health are somewhat different. In this case, the prospective old-age thresholds in good self-rated health are defined as the ages at which the remaining healthy life expectancy equals that observed at age 65 in 1994. As Table 4 shows, in recent decades these thresholds increased more than the total prospective ages among both men and women. This result was expected given the more balanced distribution of improvements in self-rated health between older men and women. More specifically, the healthy prospective old-age threshold increased 6.6 years among men but just 4.9 years among women, while the total prospective old-age thresholds increased 4.1 years among men and 3.1 years among women.

In addition, for the healthy prospective measures, we calculated gendercomparative thresholds in order to be able to make appropriate comparisons between men and women (see Figure 5). As in the case of functional limitations, we see a wide gender gap when we look at the total prospective ages, but a much narrower gender gap when we look at the prospective old-age threshold in good health: i.e., the gender differences for these two indicators were 4.7 and 3.1 years in 1991, and were 3.5 and 0.7 years in 2013. Once again, the gender differential observed at the beginning of the period has almost disappeared over time.

## 5 Ageing or rejuvenating? A re-evaluation of the impact of population ageing in Italy

We are now able to assess the impact of using prospective measures, both with and without correction for the health-related quality of life expectancy, when estimating population ageing. The results in Tables 5 and 6 are presented separately for each dimension of health because prospective old-age thresholds have different reference years, and, consequently, different remaining life expectancies that are assumed to be constant in time.

We first focus on the results obtained for functional health (Table 5). As has already been shown in Figure 3, the proportion of people over age 65 in the Italian population has been growing steadily since the 1950s. The rate of increase in this share has never slowed down, and is even expected to speed up in the near future,

## Figure 5:

Total (LE) and healthy (HLE) prospective old-age thresholds, respectively, defined as the age at which the total and the healthy life expectancies equal those observed at age 65 in 1994 for men, and the corresponding prospective old-age thresholds of women relative to those of men between 1994 and 2013


Note: The prospective old-age thresholds are calculated for 1994, 2000, 2005, 2013 and obtained by interpolation for all other years.
Source: Our calculations based on data from the Italian national health interview survey conducted by Istat in the years 1994, 2000, 2005, and 2013.
fuelled by large generations of "baby boomers" progressing into later life. Yet if we change our perspective, we see that the percentage of individuals above the total prospective old-age threshold - calculated without adjusting for the health conditions at higher ages - is always substantially lower than the proportion of people aged 65 and older among both men and women. Furthermore, the growth in this percentage over the whole period has been limited: only $13.8 \%$ of men and $14.8 \%$ of women were above the total prospective thresholds in 2013. When correcting prospective ages to include only the years expected to be lived free of functional limitations, the situation changes only slightly for men, but worsens significantly for women: the proportion of women above the threshold rose from $15 \%$ in 1991 to $18.3 \%$ in 2013.

Some comments can be made about these results. First, a very discouraging picture emerges when traditional measures of population ageing are applied. Second, using prospective measures without taking into account the quality of the years of life gained with improving longevity - as is usually done in the literature - leads to an underestimation of ageing among women. This happens because the total prospective age does not take into account the increase in the number of years to be lived with functional limitations among women.

Table 5:
The proportion of individuals aged 65 years and older, the proportion of individuals above the total gender-comparative prospective old-age threshold, and the proportion of individuals above the gender-comparative prospective old-age threshold without functional limitations in the Italian male and female populations for the years 1991, 1994, 2000, 2005, and 2013

| Years | $\% \geq 65$ years of age |  | $\% \geq$ total gender-comparative prospective old-age threshold |  | $\% \geq$ prospective gender-comparative old-age threshold without functional limitations |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Men | Women | Men | Women/Men | Men | Women/Men |
| 1991 | 12.6 | 17.5 | 12.6 | 12.2 | 12.6 | 15.0 |
| 1994 | 13.5 | 19.0 | 12.8 | 12.8 | 12.5 | 15.7 |
| 2000 | 15.3 | 20.8 | 13.2 | 13.7 | 12.9 | 16.8 |
| 2005 | 16.6 | 22.1 | 13.2 | 14.1 | 13.0 | 17.3 |
| 2013 | 18.6 | 23.6 | 13.8 | 14.8 | 13.6 | 18.3 |

Note: The references for the prospective ages are the total and the functional limitation-free remaining life expectancies of a man aged 65 in 1991.
Source: Our calculations based on population data from Istat.

## Table 6:

The proportion of individuals aged 65 years and older, the proportion of individuals above the total gender-comparative prospective old-age threshold, and the proportion of individuals above the gender-comparative prospective old-age threshold without functional limitations in the Italian male and female populations for the years 1994, 2000,2005 , and 2013

| Years | $\% \geq 65$ years of age |  | $\% \geq$ total gender-comparative prospective old-age threshold |  | $\% \geq$ prospective gender-comparative old-age threshold in good health |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Men | Women | Men | Women/Men | Men | Women/Men |
| 1994 | 13.5 | 19.0 | 13.5 | 13.4 | 13.5 | 15.1 |
| 2000 | 15.3 | 20.8 | 13.8 | 14.2 | 11.9 | 14.9 |
| 2005 | 16.6 | 22.1 | 13.7 | 14.5 | 11.4 | 14.7 |
| 2013 | 18.6 | 23.6 | 14.4 | 15.4 | 11.7 | 15.6 |

Note: The references for the prospective ages are the total and the healthy remaining life expectancies of a man aged 65 in 1994.
Source: Our calculations based on population data from Istat.

The results obtained when considering the subjective dimension of health and the year 1994 as a reference for calculating prospective ages are even more interesting (Table 6). The proportion of individuals above the total prospective old-age threshold rose among women, increasing from $13.4 \%$ to $15.4 \%$ between 1994 and 2013. However, the corresponding proportion among men fluctuated over the same period, between a minimum of $13.5 \%$ and a maximum of $14.4 \%$. After adjusting the prospective thresholds for the perceived health status, it appears that from 1994 to 2005 the proportion of elderly individuals was declining. This was mainly the case among men, as the proportion of men above the old-age threshold in good health dropped from $13.5 \%$ to $11.4 \%$; women experienced a smaller decrease, as the corresponding proportion of women declined from $15.1 \%$ to $14.7 \%$. These figures tell us that, assuming an old-age threshold adjusted for perceived health, the Italian population was rejuvenating rather than ageing up to 2005 . Even though the share of people older than the prospective threshold in good health subsequently rose, the picture created by the prospective measures of ageing is profoundly different from the one we are used to seeing. Finally, the proportion of men above the prospective old-age threshold adjusted for self-rated health was generally lower than the share of men above the total prospective threshold; whereas the situation among women did not change much.

It should be noted that, on the one hand, without adjusting for self-perceived health, the proportion of men above the prospective old-age threshold was higher than that of women; but that on the other, completely different trends appear for men and women when adjusting for self-perceived health. Using the total prospective ages in this case means overlooking the evidence that the number of years expected to be lived in poor health has been declining over time, and that this number has been falling faster among men than among women. Generally, it appears that using total prospective ages rather than prospective measures adjusted for self-rated health could lead to more pessimistic estimates of population ageing, as the first indicator could be disregarding possible improvements in the quality of life at older ages.

In sum, we assert that the impact of population ageing could be profoundly reevaluated if prospective measures were commonly accepted. Such measures could prove especially useful when attempting to quantify the magnitude of population ageing in those countries in which the longevity of people aged 65+ has improved the most. Moreover, it appears that prospective old-age thresholds should be corrected by including indicators of the quality of life expectancy, as the failure to include such indicators could lead to the under- or the overestimation of population ageing when health worsens or improves over time.

## 6 Discussion and conclusions

In association with decreasing fertility, rising longevity has led to a dramatic increase in the proportion of elderly people in the population in recent decades. The elderly have traditionally been defined as individuals older than a fixed
chronological age threshold (usually 60 or 65 ). The growth in the older population can be seen as an extraordinarily positive development resulting from sharp declines in human mortality over the past century. However, as the share of older people in the population has expanded, concerns about the ability of society to adapt to this completely new age structure have been raised. Population ageing is indeed an epochal change that poses many challenges, and that requires a deep reorganisation of social, economic, and welfare systems in all affected countries (Christensen et al. 2009; Börsch-Supan et al. 2005; Soede et al. 2004).

At an individual level, increasing longevity has stretched the whole life course (Lee and Goldstein 2003): childhood and adulthood have lengthened considerably over the years, and adolescence and the so-called "fourth age" have even emerged as new stages of life (Higgs and Gilleard 2015; Perls 2015). Young-old people, and especially the baby boomers born after World War II, spent most or all of their lives in conditions of unprecedented prosperity and of expanding educational opportunities. Thus, these generations have different psychophysical profiles, behaviours, and expectations than previous cohorts (Baltes and Smith 2003; Crimmins 2004; Fuller-Iglesias and Smith 2009; Rice et al. 2010; Sabbath et al. 2015; Pinheiro Melo Borges Tiago 2016; Hülür et al. 2016).

Despite these changes, the definition of old age most commonly used to measure population ageing has not evolved over time, and is now obsolete. The concept of old age should be broader than the simple crossing of a fixed age threshold that does not refer to an individual's life history, health, and vitality (Ryder, 1975; Legaré and Desjardins, 1987; Egidi, 1992; Sanderson and Scherbov, 2007). Health conditions are especially relevant when assessing the impact of population ageing on society: indeed, the true borderline between adult and older ages could be drawn at the point at which a person's health status deteriorates to the extent that he/she is no longer able to live successfully and independently, and has thus become an economic and social burden on society (Preston and Wang, 2006; Caselli and Egidi, 2011). A healthy ageing process is essential for successful ageing, as remaining healthy allows older people to continue to be active participants in society.

Our analysis of the most recent evolution of population ageing in Italy takes into account advancements in both survival and health at older ages, and confirms the need to adjust prospective measures of ageing by considering the quality of the extra years of life gained. In particular, our results show that the estimates of the share of people above the prospective old-age threshold in the Italian population can be distorted if no reference to individual health status is included. Indeed, when using total prospective thresholds, the impact of population ageing could be either underestimated or overestimated depending on how specific health dimensions have evolved in conjunction with increasing longevity. When assessing population ageing among women, using total prospective old-age thresholds can lead to unduly optimistic estimates, whereas applying prospective old-age thresholds adjusted for functional limitations can generate more realistic estimates. Meanwhile, when assessing population ageing among men, using total prospective old-age thresholds can lead to more pessimistic estimates than using prospective old-age thresholds
adjusted for self-rated health. It is, in any case, clear that traditional measures based on fixed thresholds greatly overestimate the levels of population ageing and the pace of its increase, and thus arouse undue levels of concern. These measures completely fail to recognise that people older than a certain chronological old-age threshold can still be healthy and dynamic enough to face other challenges in life.

Our results are extremely encouraging, as they show that health in later stages of life has improved among Italians over the last two decades, with positive consequences for the magnitude of population ageing. In particular, the trends in health conditions we observed among the elderly are consistent with the most optimistic hypothesis regarding the possible evolution of health in old age: i.e., the hypothesis of the compression of morbidity (relative or absolute, depending on the health dimension considered) into a shorter period of time before death (Fries, 1980). At the same time, however, our results raise concerns about two specific problems. First, it seems that women are finding it more difficult than men to improve their health status, and are thus often unable to take full advantage of their longer lives. Second, improvements in health conditions at older ages, and especially in selfrated health, have been slowing in the most recent years; i.e., between 2005 and 2013. This slowdown may reflect the impact of the 2008 economic crisis on the health of the Italian population. Other negative effects could become visible in the future: $11 \%$ of survey respondents in 2013 reported that they had given up at least one health care service, even if they needed it (Istat, 2013). If Italians cut back on their use of preventive and other health care services, improvements in the health status of the population could decline further in the coming years.

To conclude, the most important result of our analysis is that if the evolution of population health is positive enough, and a measure of population ageing able to take into account longevity and health improvement is used, we may observe a rejuvenation of the population. Italian men have indeed been ageing in relatively good health over the past two decades, and when we look at the old-age thresholds adjusted for self-perceived health, we see that the male population was rejuvenating until the mid-2000s. Nevertheless, the two negative pieces of evidence discussed above should not be ignored, but should instead be seen as a warning that we cannot rely on the natural course of events. A range of actions aimed at supporting positive trends are needed. For example, improvements in health education could help to promote healthier behaviours throughout the lifespan, as together with working and living conditions, health-related behaviours at young and adult ages are predictive of health in later life (Börsch-Supan et al. 2011). Action should also be taken by citizens at the individual and societal levels, and by governments at a policy level to advance two main goals: challenging the stereotype that elderly people are a burden on society by emphasising the potential contributions they can make as the population ages (Blum et al. 2015; Higgs and Gilleard 2015); and promoting healthy ageing as the only means of assuring the future sustainability of our health, social, and economic systems.
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# Measuring dependency ratios using National Transfer Accounts 
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#### Abstract

It is now widely recognised that the socio-economic changes that ageing societies will bring about are poorly captured by the traditional demographic dependency ratios (DDRs), such as the old-age dependency ratio that relates the number of people aged $65+$ to the working-age population. Compared to the older people of today, future older generations will be in better health, and will likely work longer. However, strictly from a public finance perspective, the extent to which the DDRs capture the challenges that stem from ageing depends on future changes in the age structure of the population, in behavioural patterns, and in age-related public transfers. Combining population projections and National Transfer Accounts (NTA) data (i.e., data on age-specific public transfers), we construct a 'transferbased' demographic dependency ratio for seven European countries up to 2050. We then compare the quantitative impact of the transfer-based DDR with that of the traditional DDR for three different policy responses to population ageing: net immigration, healthy ageing, and longer working lives. This is done by linking agespecific public health transfers and labour market participation rates to changes in mortality. Four main findings emerge. First, the simple old-age dependency ratio overestimates the future public finance challenges faced by the countries studied, and substantially so for some countries, such as Austria, Finland, and Hungary. Second, healthy ageing (i.e., keeping health transfers constant for a given mortality rate) has a modest effect on public finances, except in the case of Sweden, where it plays an important role. Third, the long-run effect of immigration is captured well by the traditional DDR measure if the common assumption that immigrants are similar to natives is maintained. The immediate to short-term impact of immigration tends to be overstated by the traditional DDR measure. Finally, increasing the average


[^11]length of working life is central to addressing the public finance challenge of ageing. We estimate that extending the average length of working life by three to five years over the next 25 years - roughly in line with the gain in life expectancy - will substantially reduce the impact of ageing on public transfers.

## 1 Introduction

European societies are ageing. According to Eurostat population projections, the median age of the EU population will increase from 41 in 2010 to 46.4 in 2040. At that time, $26.9 \%$ of the population will be aged 65 or older. The well-known causes of these trends are increasing longevity and low fertility in European populations. The challenges posed by these developments for public expenditures related to pensions and health care have often been framed in terms of the concept of the demographic dependency ratio, the old-age burden, or the support ratio; i.e., the ratio of the older population to the working-age population (World Bank 1994; Cutler et al. 1990).

Discussions of the old-age demographic dependency burden, often defined as the number of people aged 65 and older over the number of people aged 20 to 64 ; have sometimes been supplemented with references to the share of the very old, defined as the number of people aged $85+$ over the working-age population, to illustrate that public transfers in the form of health care are particularly large for this very old age group. Thus, projections showing that people will continue to live longer are often, at least implicitly, perceived as being predictions of economic decline, smaller pensions, and lower welfare in general.

Recently, however, a growing number of authors have pointed out that a measure based on chronological age alone is misleading in societies where longevity is increasing substantially with each generation (Sanderson and Scherbov 2007, 2010 and 2013; Lutz 2009; Shoven 2010). Sanderson and Scherbov (2013) argued that it is more appropriate to use a measure such as prospective age; i.e., remaining life expectancy. Using prospective age, the ratio of old to young can be more usefully calculated. For example, we can relate the number of people with less than 15 years of remaining life expectancy to the number of people (or some subset thereof) with more than 15 years of remaining life expectancy. Other measures that account for changes in longevity in similar ways also exist (Sanderson and Scherbov 2013).

Building on this literature, Spijker and MacInnes (2013) have recently gone so far as to call ageing a 'non-problem', at least for the UK. They propose a more dynamic measure that they call a 'real old-age dependency ratio'. Instead of using chronological age, they relate the number of people with a prospective age of less than 15 years to the number of people in employment, arguing that the development in this ratio better reflects the 'old-age burden' and its associated challenges. This approach can be seen as a dynamic version of the simple headcount demographic dependency ratio, in which age cut-off points are moved in
tandem with improvements in life expectancy. The authors noted that this measure indicates that the real old-age dependency ratio has been falling since the 1980s in major European countries. The finding that some public transfers depend less on chronological age and more on prospective age suggests that it could make more sense to estimate the old-age burden using a prospective measure of age, such as the real old-age dependency ratio, rather than a measure that is based on chronological age. The cost of individual health care is more closely related to proximity to death than to years from birth (Felder et al. 2000; Bjørner and Arnberg 2012).

While acknowledging the broader point, Barslund and Werder (2014) have challenged this measure, and, in particular, the value of 'backcasting' the real old-age dependency measure. They observed that the National Transfer Accounts (NTAs) (Mason et al. 2006) show that for many countries, pension transfers make up the largest share of public old-age transfers until rather late in life. Until recently, the pension ages in many countries had been unchanged for decades, with a downward trend in the average age of retirement (OECD 2013). The real old-age dependency ratio may be too dynamic with respect to implicitly assumed behavioural changes regarding retirement and length of working life, whereas the traditional static oldage DDR is useful for measuring the economic challenges faced by an ageing society absent behavioural changes. In addition, relying on a dynamic measure only could mask the need for policy approaches aimed at changing individual behaviour, particularly related to retirement.

Given this background, the contribution of this paper is relatively modest. In essence, our goal is to shed light on how NTAs can be used to qualify the discussion surrounding ageing and the old-age burden along three important dimensions: namely, health care spending and the concept of healthy ageing, measurements of the impact of migration, and longer working lives. These are the three central building blocks that are needed to evaluate the public finance challenges associated with ageing. In this context, we emphasise that unlike single-country inter-temporal models, which are suitable for investigating detailed budgetary effects, NTAs are especially useful for studying the relative magnitudes of the impacts on public finances of different scenarios over a range of EU countries (Storesletten 2000; Schou 2006; Hansen et al. 2015; Sánchez-Romero 2013; Lassila 2014).

For the purposes of this exercise, we rely on NTAs to provide information on age-specific government (net) transfers, which allow for a more precise assessment of dependency ratios. ${ }^{1}$ These data enable us to take into account not just changes in the composition of the population aged 65 and older, but the composition of the working-age population and changes in the number and the composition of dependent young individuals. We call the resulting measure the 'transfer-based

[^12]demographic dependency ratio' or the 'transfer-based' DDR. ${ }^{2}$ When looking at the effects of healthy ageing and longer working lives, we link transfers to mortality rates via the given age-transfer link provided by the NTAs. In doing so, we refer to the literature on prospective ageing and more dynamic dependency ratios (see Mason et al. 2015 for a similar approach). The former ratio is a static approach, in the sense that no behavioural changes are assumed; whereas the latter ratio is a dynamic approach, as it is based on the assumption that behaviour changes in response to changes in mortality.

Working at an aggregate multi-country level and with a static framework, we acknowledge upfront the uncertainties surrounding the results. However, as NTAs have become available for a growing number of countries, and country NTAs with different base years and more detailed breakdowns of transfers should be available soon, it is becoming easier to validate our assumptions. Thus, the present approach should yield additional insights into the policy challenges associated with ageing.

First, we find that the simple old-age DDR overestimates the public finance challenges the countries studied are likely to face in the future. In some cases e.g., for Austria, Finland, and Hungary - this overestimation is substantial. Second, our results show that healthy ageing (i.e., keeping health transfers constant for a given mortality rate) has a modest effect, except in the case of Sweden, where healthy ageing is important. Third, we find that the long-run effect of immigration is well captured by the simple old-age DDR measure if the common assumption that immigrants are similar to natives is maintained, and that the immediate to short-term impact of immigration tends to be overstated by the simple old-age DDR measure. Finally, we show that increasing the average length of working life is essential in tackling the public finance challenges associated with ageing. By linking government transfers to mortality, we project that extending the average length of working life by around 3-5 years over the next 25 years - or roughly in line with the gains in life expectancy - substantially limits the impact of ageing on public transfers.

The remainder of this paper is structured as follows. In the next section, we briefly describe the concept of National Transfer Accounts, and note important caveats that are relevant for our application. This is followed by an outline of the methodology employed. The main results are presented in section 4 . Section 5 concludes.

[^13]Table 1:
Countries covered and reference year

| Country | Reference year |
| :--- | :---: |
| Austria | 2000 |
| Germany | 2003 |
| Finland | 2004 |
| Hungary | 2005 |
| Slovenia | 2004 |
| Spain | 2000 |
| Sweden | 2003 |

Source: National Transfer Accounts Project.

## 2 National Transfer Accounts and population data

The population statistics used in this article are the EUROPOP2013 projections produced by Eurostat, ${ }^{3}$ covering all 28 EU countries. We use the base scenario, but detailed assumptions on age-specific fertility, mortality, and net migration are available to facilitate alternative projections. The projection horizon goes from the base year of 2013 to 2080, although the results are presented only up to 2040. The findings are based on a convergence scenario in which the key demographic contributors - fertility and mortality - are assumed to converge towards the same value in the very long run. The central features are an increase in fertility for most countries (exceptions are Ireland, Sweden, and France) and a further increase in life expectancy for all countries, with a convergence towards the values of low-mortality countries. The migration projections are country-specific.

The population projections are paired with NTAs for the seven countries for which they are available from the National Transfer Accounts Project (Table 1). ${ }^{4}$

The concept of NTAs is described concisely and in-depth elsewhere (Mason et al. 2006; Prskawetz and Sambt 2014; UN 2013). Below we outline only the components that are essential to our application, together with a few caveats.

Defined succinctly, an NTA breaks down the most important aggregate economic flows on one-year population age groups for a given year. The flows include public and private consumption, income, and transfers. The flow of transfers, which is the most important component from the point of view of our analysis, is further broken down into transfers related to education, health care, pensions, and other public and private transfers. This breakdown is based on information from micro surveys. The

[^14]aggregates are calibrated by reference to related quantities in the system of national accounts.

Using the information embedded in the age profile of the public transfers in an NTA, it is possible to give a much more detailed description of the impact of changes in the population composition on the public budget. In particular, compared to the traditionally computed DDR, ${ }^{5}$ it is possible to assess the effect of changes in the compositions of the populations aged 20-64 and aged 65+. Furthermore, as was emphasised in Hammer et al. (2015), the age limits on when an individual is, on average, a net contributor can be endogenously determined from the transfer profiles.

In this study, we utilise one additional advantage of NTAs: the one-year agespecific transfer profiles allow for a correspondence from mortality (or, almost equivalently, remaining life expectancy) via age to the net transfers in the base year. This allows us to link net transfers (and, implicitly, health status, retirement behaviour, and related labour market participation) to mortality rates in the projection. As an example, Figure 1 shows net public transfers for Germany as a function of (the logarithm of) mortality rates in the base year for the German NTA, together with a mortality age plot. Unfortunately, age-specific transfers are not available beyond age $90 .{ }^{6}$ We take transfers to be constant beyond that age.

### 2.1 Caveats and limitations

There are important caveats to the use of NTAs. First, because NTAs build on the system of national accounts, they are only available with a time lag. This means that behavioural changes from recent reforms are not reflected in the data. For example, as the NTA for Germany is from 2003 (Table 1), it predates the Hartz reforms and later reforms to the retirement age. Second, it is important to understand that NTAs are strictly static in nature. Thus, the underlying assumption that is made when using an NTA for a given year to assess transfers in the future is that the world will 'stand

[^15]Figure 1:
DE net public transfers as a function of mortality (2013)


Note: The RHS shows logarithmic mortality for each age in 2013. The LHS plots net transfers against logarithmic mortality based on the NTA for Germany in 2003 and the RHS plot.
Source: NTAs and Eurostat.
still'. In addition, our approach does not account for general equilibrium effects; the return to capital and labour will change in response to changes in labour supply and capital accumulation. This poses a problem when the total population changes, and particularly when there is a change in the immigration scenario. The less a small open-economy assumption applies (i.e., for Germany), the more severe the problem. Third, at present, NTAs are only available for a single year. However, because flows are subject to business cycle effects - as is the case for national accounts - measured transfers are not necessarily structural. There is clearly a need to create country NTAs for different years and at different points in the business cycle in order to assess the sensitivity of projection exercises to the base year. While these are clear limitations, some of them, like the dependence on a base year, are not fundamentally different from the challenges posed by the calibration of overlapping generations models.

## 3 Methodology

The primary objective of this study is to investigate to what extent NTAs enhance our understanding of the challenges to public finances posed by population ageing. While our approach to measuring demographic and economic dependency is, for the most part, standard; the innovation of our methodology lies in the coupling of transfers to mortality rates, as explained below.
Table 2:
Definition of dependency ratios and main scenarios


### 3.1 Traditional versus transfer-based demographic dependency ratios

Our baseline DDR measure is the traditional count of people above the age of 64 divided by the size of the population between the ages of 20 and 64; i.e., the population who are normally considered to be of working ages (Table 2). ${ }^{7}$

The transfer-based DDR, in contrast, takes into account that the older population is not only increasing in size, but that this population's composition will change as the share of people aged 85 and older grows. This trend is partly a consequence of increasing longevity, and is partly the result of baby boomers moving into this 85+ category with time. However, the transfer-based DDR also accounts for the fact that the age at which net government transfers turn negative is several years below the age of 65 . In addition, the age at which contributions (in public finance terms) turn positive for young people is also endogenously determined by the NTAs. Finally, the NTA-adjusted DDR includes transfers to the young. Thus, if the size of the younger population is decreasing, the capacity to sustain a large number of older people increases from a public finance perspective. Both the relative levels of transfers and the age cut-offs differ across countries. These differences are not reflected in the simple DDR measure, but are well accounted for in the transfer-based DDR.

### 3.2 Scenario 1: Immigration

As immigrants tend to be younger than natives, they may be expected to boost the working-age population relative to the economically dependent population. ${ }^{8}$ This improves the simple DDR measure, particularly if it is measured only as the number of older people over the working-age population (Pianese et al. 2014). However, this simpler measure omits two important issues. First, immigrants, like natives, have children, which dampens the positive effect on the transfer-based DDR. Second, the profile of net public transfers is not constant over the working life. Individuals under age 30 contribute less than 45-year-olds because they earn less on average (see Appendix A). Thus, the net contribution by a young immigrant tends to be smaller than the average contribution by the working-age population. By using NTAs to capture the net transfers at each age, we are able to examine how these two issues affect the impact of immigration on the dependency ratio.

[^16]Figure 2:
Government health transfers for healthy ageing scenarios, Germany


Note: Government health transfers in the base year and in 2040 for healthy ageing scenarios for ages 55 and 65, respectively. Health transfers shifted by mortality from age 55 are difficult to see in the figure due to the overlap with the ages $65+$ transfer shift line. The line is flat from age 90 in 2000 by design (see the main text above).
Source: NTAs and Eurostat.

### 3.3 Scenario 2: Healthy ageing

In this scenario, we compare two variants of the transfer-based DDR. In the first measure, the total net transfers, including general transfers and health transfers in particular, are completely age-specific. This measure is equivalent to the transferbased DDR measure considered in scenario 1 above. In the second measure, we assume that there is one form of healthy ageing, in which healthy ageing implies that public health transfers are fixed for a given mortality rate from age 55 onwards. ${ }^{9,10}$ This shifts the government health transfer curve outwards (Figure 2).

Two important assumptions are implicitly embodied in this formulation of healthy ageing. In shifting only the government health transfer curve rather than the net

[^17]health transfer curve (government health transfers minus privately financed health care costs), we assume that the government reaps the full benefit of lower health care costs for a given age. ${ }^{11}$ Second, we implicitly assume that there is no age-related component in (publicly financed) health care costs. As this is likely to be a bestcase scenario (Bjørner and Arnberg 2012; Bech et al. 2011; Breyer et al. 2015), it gives us an upper bound for improvement in the transfer-based DDR due to healthy ageing.

Furthermore, implicit in all of our analyses is the assumption of constant relative prices. This could prove problematic if per capita age-related health costs increase considerably due to technological progress (Breyer et al. 2015; Breyer and Felder 2006). We discuss the robustness of our results in light of this potential problem in the results section.

### 3.4 Scenario 3: Longer working lives

Plans to ensure the sustainability of public finances in the future rely to a large extent on people working longer. This implies that the statutory pension age will have to increase in many countries. However, the statutory pension age as such is not a good metric for assessing the average length of working life, because in many countries the average retirement age is well below the statutory retirement age. In a richer model environment that focuses on country-specific features, assumptions can be made or behaviour can be modelled to show how increases in the statutory retirement age and savings decisions will affect the average length of working life. From such estimates, it is possible to back out the increases in the number of people working, and to relate this number to the number of pensioners (see, e.g., Martín 2010; Fehr et al. 2012; Staubli and Zweimüller 2013; Lassila et al. 2014).

Unlike in much of the literature on ageing and economic sustainability, the focus here is not explicitly on the statutory retirement age. Instead, we seek to simulate a shift in the effective retirement age (or, equivalently, in the labour market employment rates at older ages) that follows projected developments in mortality. There are numerous policy challenges involved in extending the average length of working life. However, we do not consider these challenges in detail, but only note the policy changes implicit in our approach.

Instead, our focus is on determining the effect on the transfer-based DDR measure of an extension of the average working life in line with mortality increases at ages 55 and older. We address this question by linking the relevant transfers to decreases in mortality. The mechanism through which working longer alters the transfer accounts is the postponement of both pension transfers from the government (positive effect on the transfer-based DDR) and the reduction in taxes

[^18]and social contributions stemming from lower employment rates (negative effect). The important components of transfers are pension and health transfers. For pension transfers, this implies an outward shift of the net pension transfer curve. This assumption is somewhat in the spirit of Shoven and Goda (2010), who suggested that age limits related to retirement are linked to mortality developments.

For health transfers, only the transfers to the government (via social security contributions and taxes) are shifted outwards along with mortality changes. Health transfers from the government are kept constant at their age-specific values in the base year. These assumptions are the opposite of those made in the healthy ageing scenario. Combining the two scenarios - longer working lives and healthy ageing would be equivalent to shifting the net health transfer curve.

Transfers related to education are shifted as a net flow. Because transfers from the government are very small or even zero at the relevant age range for the countries considered here, it makes little difference whether the net flows or the transfers to the government are shifted with mortality changes (see Figure 3). Based on the assumption that transfers to the government related to education are linked to employment rates, we shift the net transfer curve according to changes in mortality and implicit employment rates. For the last component of government transfers, or 'other government transfers', transfers to the government have a profile similar to employment rates for the considered age group (50+). We therefore adjust 'other transfers' to the government in line with mortality improvements.

Figure 3 shows how the different shifts in the curves of the transfers affect the net government transfers in the case of Germany. The predominant effect comes from shifting the pension net transfer curve as mortality declines. The combined shift in health, other transfers, and education-related transfers to the government has a smaller effect. The net effect of prolonging the average working life in line with mortality improvements from age 55 onwards is to push the age at which net government transfers to individuals turn positive by approximately five years. See Appendix B for the net transfer curves for the other countries.

While it is a somewhat arbitrary choice, age 55 is the age after which labour market participation started to drop off markedly at the time of the reference year (Table 3). ${ }^{12}$ Furthermore, one way to interpret the proposed shift is to think of reforms that increase employment rates in line with the projected increase in mortality (life expectancy) without further pension compensation at retirement. We emphasise that this should not be interpreted as a projection since there has been no historical movement in the labour supply response following decreases in mortality (Milligan and Wise 2015). Rather, it is an estimate of the size of the policy challenge of extending the average length of working life.

[^19]Figure 3:
Net government transfers by age, Germany


Note: Government net transfers in the base year and in 2040 for different adjustments.

Table 3:
Labour market participation at ages 50-54 and 55-59 in the reference year for the NTA

|  |  | Labour market <br> participation rates |  |  |  | Employment rate |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Year | $\mathbf{5 0 - 5 4}$ | $\mathbf{5 5 - 5 9}$ |  | $\mathbf{5 0 - 5 4}$ | $\mathbf{5 5 - 5 9}$ |  |
| Germany | 2003 | 81.4 | 65.9 |  | 74.3 | 56.4 |  |
| Spain | 2000 | 66.5 | 52.7 |  | 61.8 | 48.9 |  |
| Hungary | 2005 | 71.1 | 47.4 |  | 68.3 | 46.0 |  |
| Austria | 2000 | 77.7 | 49.4 |  | 74.3 | 47.4 |  |
| Slovenia | 2004 | 75.3 | 45.4 |  | 71.2 | 43.9 |  |
| Finland | 2004 | 86.2 | 65.4 |  | 80.1 | 58.5 |  |
| Sweden | 2003 | 87.5 | 81.6 |  | 84.9 | 78.4 |  |

[^20]
### 3.5 Decomposition of changes in DDRs

To make it easier to interpret these results, we decompose changes over time into components that measure population changes between net contributors and net recipients, changes within the group of recipients (and contributors), and changes in average net transfers to and from the government. The change in the transfer-based DDR between $t$ and $t+1$ can be decomposed as follows:

$$
\left.\begin{array}{rl}
\Delta T D D R_{t+1, t} \approx & \ln \left(\frac{T D D R_{t+1}}{T D D R_{t}}\right)=\ln \left[\frac{\frac{\text { pop }_{t+1}^{r}}{\text { pop }_{t+1}^{p}} * \frac{\text { avgGtrans }_{t+1}^{\text {out }}}{\text { avgGtrans }_{t+1}^{\text {in }}}}{\frac{\text { pop }_{t}^{r}}{\text { pop }_{t}^{p}} * \frac{\text { avgGtrans }_{t}^{\text {out }}}{\text { avgGtrans }_{t}^{\text {in }}}}\right] \\
= & \ln \left[\frac{\text { pop }_{t+1}^{r}}{\text { pop }_{t}^{r}}\right]-\ln \left[\frac{\text { pop }_{t+1}^{p}}{\text { pop }_{t}^{p}}\right]+\ln \left[\frac{\text { avgGtrans }_{t+1}^{\text {out }}}{\text { avgGtrans }_{t}^{\text {out }}}\right] \\
& -\ln \left[\frac{\text { avgGtrans }_{t+1}^{\text {in }}}{\text { avgGtrans }}\right. \text { in } \tag{1}
\end{array}\right] .
$$

With pop ${ }_{t}^{r}$ being the total population of net recipients of government transfers, receiving an average of avgGtranst out per person. Superscript p in pop p denotes the total number of net contributors; i.e., the net transfers to the government. Analogously, for avgGtrans a superscript in denotes the average amount transferred per person. The two first terms in (1) give the contribution to the transfer-based DDR based on the changes in the relative population shares. Intuitively, if the population of recipients grows faster than the population of contributors, the transfer-based DDR increases. For constant population shares of contributors and recipients, an increase in outgoing transfers (the third term) from the government (due, for example, to the average recipient being older) increases the transfer-based DDR. The opposite is the case when the average transfer to the government increases (fourth term in eq. 1). We denote the effect of the sum of the first and the third terms as the ageing effect, and the effect of the sum of the second and the fourth terms as the support effect. This terminology also facilitates comparisons across scenarios.

For the two scenarios in which we (endogenously) change the age threshold of being a net contributor to government finances - i.e., the healthy ageing and longer working lives scenarios - the decomposition can be further expanded.

Note that we can write:

$$
\begin{aligned}
& \ln \left(\frac{\left.\frac{\text { pop }_{t+1}^{r}}{\text { pop }_{t+1}^{p}}\right|_{\text {changing mort }}}{\frac{\text { pop }_{t}^{r}}{\operatorname{pop}_{t}^{p}}}\right) \\
& =\ln \left[\frac{\left.\left.\frac{\operatorname{pop}_{t+1}^{r}}{\operatorname{pop}_{t+1}^{p}}\right|_{\text {changing mort }} * \frac{p o p_{t+1}^{r}}{p o p_{t+1}^{p}}\right|_{\text {constant mort }}}{\left.\frac{\operatorname{pop}_{t+1}^{r}}{\operatorname{pop}_{t+1}^{p}}\right|_{\text {constant mort }} * \frac{\operatorname{pop}_{t}^{r}}{\operatorname{pop}_{t}^{p}}}\right]
\end{aligned}
$$

$$
\begin{align*}
& =\ln \left[\frac{\left.\frac{p o p_{t+1}^{r}}{p o p_{t+1}^{p}}\right|_{\text {changing mort }}}{\left.\frac{p o p_{t+1}^{r}}{p o p_{t+1}^{p}}\right|_{\text {constant mort }}}\right]+\ln \left[\frac{\left.\frac{p o p_{t+1}^{r}}{p o p_{t+1}^{p}}\right|_{\text {constant mort }}}{\frac{p o p_{t}^{r}}{p o p_{t}^{p}}}\right] \\
& =\ln \left[\frac{\left.\frac{p o p_{t+1}^{r}}{p o p_{t+1}^{p}}\right|_{\text {changing mort }}}{\left.\frac{p o p_{t+1}^{r}}{p o p_{t+1}^{p}}\right|_{\text {constant mort }}}\right]+\ln \left[\frac{\left.p o p_{t+1}^{r}\right|_{\text {constant mort }}}{p o p_{t}^{r}}\right]-\ln \left[\frac{\left.p o p_{t+1}^{p}\right|_{\text {constant mort }}}{p o p_{t}^{p}}\right] \\
& =\ln \left[\frac{\left.p o p_{t+1}^{r}\right|_{\text {changing mort }}}{\left.p o p_{t+1}^{r}\right|_{\text {constant mort }}}\right]-\ln \left[\frac{\left.p o p_{t+1}^{p}\right|_{\text {changing mort }}}{\left.p o p_{t+1}^{p}\right|_{\text {constant mort }}}\right] \\
&  \tag{2}\\
& +\ln \left[\frac{\left.p o p_{t+1}^{r}\right|_{\text {constant mort }}}{p o p_{t}^{r}}\right]-\ln \left[\frac{\left.p o p_{t+1}^{P}\right|_{\text {constant mort }}}{p o p_{t}^{p}}\right]
\end{align*}
$$

where changing mort and constant mort mean that the expression is evaluated with changing mortality and constant mortality. Focusing on the last line in (2), we see that the two last terms are equivalent to the last two terms in (1). These are the population changes in the absence of mortality adjustments of transfers. The two first terms in (2) are the additional population shifting to, recipients (positive impact on the transfer-based DDR) and 'payers' (negative impact on the transfer-based DDR) as a consequence of the mortality adjustment. Note that these two terms are interdependent, as the total size of the population is given. Thus, the combined impact can be seen as the effect of adjusting transfers by mortality.

The average in and out transfers per person are also affected, and a similar decomposition can be made (not shown).

The simple DDR (SDDR) measure can be decomposed as:

$$
\Delta S D D R_{t+1, t}=\ln \left(\frac{S D D R_{t+1}}{S D D R_{t}}\right)=\ln \left[\frac{\text { pop }_{t+1}^{65+}}{\text { pop }_{t}^{65+}}\right]-\ln \left[\frac{\text { pop }_{t+1}^{20-64}}{\text { pop }_{t}^{20-64}}\right]
$$

In this case, the first term constitutes the ageing effect and the second term constitutes the support effect. We report the relevant decompositions in Appendix C, and refer to the measure throughout the remainder of the text.

## 4 Results

### 4.1 Traditional versus transfer-based demographic dependency ratios

Our first main observation is that the simple old-age DDR measure based on head count overestimates the long-run impact of ageing on the public finances of all countries (until 2040); see Table 4. For some countries - namely, Austria, Finland,

Table 4:
Projected developments in traditional and transfer-based DDRs, 2013-40

|  |  | $\mathbf{2 0 1 3}$ | $\mathbf{2 0 2 0}$ | $\mathbf{2 0 3 0}$ | $\mathbf{2 0 4 0}$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Austria | Simple DDR | 1 | 1.09 | 1.39 | 1.69 |
|  | NTA-based DDR | 1 | 1.13 | 1.40 | 1.53 |
| Germany | Simple DDR | 1 | 1.13 | 1.48 | 1.82 |
|  | NTA-based DDR | 1 | 1.15 | 1.51 | 1.71 |
| Finland | Simple DDR | 1 | 1.26 | 1.48 | 1.48 |
|  | NTA-based DDR | 1 | 1.12 | 1.23 | 1.27 |
| Hungary | Simple DDR | 1 | 1.20 | 1.39 | 1.59 |
|  | NTA-based DDR | 1 | 1.05 | 1.15 | 1.40 |
|  | Simple DDR | 1 | 1.26 | 1.68 | 1.96 |
|  | NTA-based DDR | 1 | 1.21 | 1.54 | 1.77 |
| Spain | Simple DDR | 1 | 1.17 | 1.52 | 2.05 |
|  | NTA-based DDR | 1 | 1.12 | 1.46 | 1.94 |
| Sweden | Simple DDR | 1 | 1.11 | 1.21 | 1.29 |
|  | NTA-based DDR | 1 | 1.07 | 1.22 | 1.28 |

Source: Own calculations based on EUROPOP2013 and National Transfer Accounts.
and Hungary - the differences between the traditional and the transfer-based DDRs are substantial. These gaps emerge because the NTA transfer-adjusted measure not only includes the younger dependent population, but takes into account the tendency of the younger dependent population to either decline (in some cases substantially), or to increase much more slowly than the older dependent population. This latter factor slows down the overall growth in the population requiring net government transfers. Another factor that is relevant for the countries considered in this study is that government net transfers turn positive between the ages of 56 and 63. The inclusion of this age group in the NTA measure (but not in the simple old-age DDR) reduces the growth in transfers, even if the share of $85+$-year-olds is growing (see Table 7 below). This effect would diminish if the age limit for the simple DDR was set at 60 instead of 65 . The difference in the denominator plays a smaller role, except for Spain, where negative net transfers from the working-age population decline much faster than in the head-count measure of 20 - to 64 -year-olds (i.e., the denominator in the old-age DDR measure).

Our second main observation is that there can be substantial differences in the short term. For example, the simple DDR underestimates the population-driven changes in government transfers for Austria and Germany, whereas the opposite is the case for other countries, particularly for Hungary and Finland. For both Germany and Austria, the denominator deteriorates faster; i.e., the support deteriorates towards 2020, as measured by the transfer-based DDR relative to the simple DDR.

Table 5:
Annual net migration assumptions in EUROPOP2013

|  |  | Immigration (\% of population) |  |  |  |
| :--- | :---: | ---: | :---: | :---: | :---: |
|  |  | $\mathbf{2 0 1 5}$ | $\mathbf{2 0 2 0}$ | $\mathbf{2 0 3 0}$ | $\mathbf{2 0 4 0}$ |
| Austria |  | 0.5 | 0.6 | 0.6 | 0.4 |
| Germany |  | 0.3 | 0.3 | 0.3 | 0.2 |
| Finland | 0.18 | 0.4 | 0.4 | 0.4 | 0.3 |
| Hungary | 0.15 | 0.2 | 0.2 | 0.2 | 0.3 |
| Slovenia | 0.13 | 0.2 | 0.2 | 0.2 | 0.3 |
| Spain | 0.62 | -0.2 | -0.2 | 0.2 | 0.5 |
| Sweden | 0.37 | 0.5 | 0.5 | 0.5 | 0.4 |

Source: Eurostat and EUROPOP2013.

Around one-half the difference comes from lower average contributions by those who make positive net transfers to the government.

The decomposition into ageing and support effects (Appendix C) illustrates the differences in the nature of ageing across the seven countries and across Europe in general, depending on factors such as past fertility rates (Barslund and von Werder, 2016). For the purposes of illustration, let us look at Finland and Spain: The size of the ageing effect is similar in the two countries, but for Finland, the support effect is negative. That is, the net transfers to the government will increase from the members of the population who make net positive contributions. This effect naturally reduces the rate of growth in the transfer-based DDR. For Spain, the net transfers from contributors decline, and the growth in the transfer-based DDR doubles as a result.

### 4.2 Scenario 1: Immigration

Our starting point is the projected net migration from the baseline EUROPOP2013. All of the countries are projected to have positive net migration over the full period until 2040 (in fact, until 2080), except Spain, where net migration turns positive around 2025 . However, the magnitude of projected migration relative to population varies across countries (Table 5). Sweden and Austria have projected annual net immigration rates of around $0.5 \%$ of the population until 2040. Germany and Finland have somewhat lower net immigration rates, while Hungary and Slovenia are projected to have net immigration rates of approximately $0.2 \%$. Spain is projected to have a net emigration rate of $0.2 \%$ until 2025 , and then somewhat higher-than-average net immigration rates until 2040. These assumed rates are higher than the historical immigration rates for Austria, Finland, Hungary, Slovenia,

Table 6:
Improvements in the simple DDR and government transfer-weighted DDR (\%) from immigration relative to a zero-migration scenario

|  |  | $\mathbf{2 0 1 3}$ | $\mathbf{2 0 2 0}$ | $\mathbf{2 0 3 0}$ | $\mathbf{2 0 4 0}$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Austria | Simple DDR | 0 | -35 | -31 | -36 |
|  | DDR with NTA | 0 | -22 | -30 | -40 |
|  | Simple DDR | 0 | -17 | -17 | -22 |
|  | DDR with NTA | 0 | -8 | -14 | -21 |
|  | Simple DDR | 0 | -14 | -22 | -32 |
|  | DDR with NTA | 0 | -17 | -27 | -36 |
| Slovenia | Simple DDR | 0 | -9 | -14 | -19 |
|  | DDR with NTA | 0 | -18 | -20 | -20 |
|  | Simple DDR | 0 | -7 | -11 | -18 |
|  | DDR with NTA | 0 | -4 | -12 | -21 |
|  | Simple DDR | 0 | 6 | -1 | -11 |
|  | DDR with NTA | 0 | 16 | 7 | -6 |
|  | Simple DDR | 0 | -31 | -42 | -49 |
|  | DDR with NTA | 0 | -25 | -30 | -41 |

Source: Authors' own calculations.
and Sweden. The age distribution of migrants is very similar across countries, with most falling in the 20-30 age bracket (Appendix A).

When we take these assumptions of the EUROPOP2013 projections into account, we see that the demographic dependency ratios of all seven countries are better than they would be without migration (Table 6).

Our main purpose is to explore to what extent the use of NTAs and associated government transfers affect the changes in the DDRs from immigration. The relevant underlying assumption for the use of NTAs is that immigrants display the same behaviour as the average national citizen (in terms of fertility, mortality, and labour market participation), and have the same average endowment with respect to human capital (i.e., the same average wages) and savings. ${ }^{13}$

The total impact of immigration on the DDRs of the different countries will depend on its scale. Table 6 shows the reduction in the change in the DDR due to immigration relative to a zero-migration scenario. Thus, the $35 \%$ value of the simple DDR for Austria in 2020 indicates that the growth in the DDR will be reduced by $35 \%$ relative to a situation with zero migration. A $100 \%$ reduction would mean no future growth in the DDR. These estimates are reported in order to illustrate the

[^21]projected impact of immigration. The main results are the respective differences in the impact from the simple old-age DDR measure and the transfer-adjusted measure of the DDR. From a long-term perspective (up to 2040), the way in which the DDR is measured makes little difference. The simple head count DDR is a good proxy for the impact net migration will have on public finances.

From a short-term perspective (up to 2020), the simple DDR appears to overstate the impact of immigration. As the immigrants are young, their net transfer contributions are still low. But because the immigrants are in the age range in which their fertility is relatively high, negative net transfers from their children may be expected (see Appendix A). For Hungary, the results differ in the short term due to the age structure of the immigrants, as a large share of them are younger than working age.

### 4.3 Scenario 2: Healthy ageing

Turning to the healthy ageing scenario, we can see that when transfers from the government are shifted with changes in mortality after age 55 , there is a great deal of heterogeneity across the countries studied (Table 7). The effect of healthy ageing relative to the baseline transfer-based DDR depends on the change in the composition of the population aged 55 and older, and on the share of the total transfers to the elderly that are health care-related. Since the latter value is not constant across ages, the two effects also interact. To what extent the healthy ageing scenario will reduce the impact of ageing also depends on the steepness of the mortality (age)-specific health transfer curve. A steeper curve implies that healthy ageing has a greater impact on the dependency ratio.

Of the net health and pension transfers to people aged 55 and older, health care transfers make up slightly less than one-third in Slovenia and Sweden, onequarter in Germany, one-fifth in Hungary, and around 15\% in Austria, Spain, and Finland. The change in the age distribution of the population aged 65 and older up to 2040 also varies considerably across these countries. The share of the population aged $85+$ will increase by $70 \%$ in Finland and Hungary, $50 \%$ in Slovenia, and $33 \%$ in Germany and Sweden. In Austria and Spain, the age distribution will remain relatively constant, with the number of 85+-year-olds increasing slightly faster than the overall number of 65+-year-olds.

In Austria and Hungary, healthy ageing is projected to have little impact up to 2040. Health care makes up a smaller share of overall transfers in these two countries than in the other countries studied. The largest impact is found for Sweden, where healthy ageing reduces the projected increase in the DDR by more than onethird. Minor effects are found for Germany, Slovenia, and Spain. When we look at the decomposition in Appendix C, we see that healthy ageing has a negligible support effect. A small effect comes from slightly larger net transfers due to a decrease in government health care transfers (an effect that is not visible in the appendix due to rounding). Similarly, the main ageing effect comes from a decrease
Table 7:
Health care transfers (\% of total transfers) and results from the healthy ageing scenario

|  | Average share of health care in transfers | Share of 85+ in \% of $65+$ |  | Increase in transfer-based DDR (index). Healthy ageing | Reduction in transfer-based DDR under healthy ageing relative to baseline (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2013 | 2013 | 2040 | 2040 | 2040 |
| Austria | 0.12 | 0.14 | 0.16 | 1.51 | 4 |
| Germany | 0.26 | 0.13 | 0.18 | 1.63 | 11 |
| Finland | 0.16 | 0.13 | 0.22 | 1.24 | 11 |
| Hungary | 0.22 | 0.11 | 0.18 | 1.37 | 7 |
| Slovenia | 0.28 | 0.12 | 0.18 | 1.68 | 12 |
| Spain | 0.16 | 0.15 | 0.17 | 1.84 | 11 |
| Sweden | 0.29 | 0.15 | 0.19 | 1.17 | 39 |

in net transfers. An exception is Spain, where the threshold for the age at becoming a net contributor changes from 60 to 62 in the healthy ageing scenario. As a result, the average net transfers from the government for support recipients go up, while the number of people being supported declines.

Apart from the fact that the health transfers are (much) smaller than the pension transfers (see Appendix D), the steepness of the age-transfer curve (in the base year) also differs for pension and health transfers. For all of the countries, the net pension transfer curve has a steeper age gradient than the health curve, although the difference is less pronounced for Sweden. This implies that as countries age, net health transfers become less important relative to pension transfers.

If healthy ageing means that health care costs are reduced by less than the reduction in mortality, the impact on the transfer-based DDR is proportionally smaller.

As noted above, there is some evidence that per capita age-related health costs grow faster than income and prices in general (Breyer and Felder 2006). Such a scenario is inconsistent with our 'constant world' assumption. However, we can get some idea of how a $1 \%$ annual increase in age-related per capita costs would affect our results by shifting the government health transfer curve by $1 \%$ annually. This is a worst-case scenario relative to our assumptions, because it implies that health care contribution transfers to the government stay fixed. An annual $1 \%$ growth rate up to 2040 would mean that age-specific transfers would be around $30 \%$ higher in 2040. In this case, a healthy ageing scenario would lead to a greater reduction in the growth in the transfer-based DDR up to 2040, because health transfers would be a larger share of total transfers in 2040. Under such a scenario, healthy ageing becomes increasingly important. For Germany, Spain, Finland, and Slovenia, healthy ageing now limits the growth in the transfer-adjusted DDR by $25 \%$ to $30 \%$. For Hungary and Austria, the equivalent figure is $20 \%$. In Sweden, where healthy ageing has a large impact in the base scenario, the increase in the transfer-based DDR is $60 \%$ smaller.

Given these results, we are cautious about putting too little emphasis on the role of healthy ageing in the sustainability of public finances, even if in most countries the impact of healthy ageing on the transfer-adjusted DDR of pension transfers dwarfs that of health transfers.

### 4.4 Longer working lives

For the seven countries considered here, the shift in the transfer curve is equivalent to a shift in behaviour of around five years. Thus, in 2040, a 60-year-old is assumed

Table 8:
Increases in the length of working life, 2013-2040

|  | Reference <br> Year | Labour market <br> participation <br> rate | Extension <br> of working <br> life, years | Duration of <br> working life, <br> base year | Shift in <br> transfer schedule, <br> years |
| :--- | :---: | :--- | :--- | :---: | :---: |
| Germany | 2003 | 73.7 | 4.1 | 34.3 | 5.6 |
| Spain | 2000 | 59.6 | 3.3 | 31.6 | 5.5 |
| Hungary | 2005 | 59.3 | 5.1 | 28.0 | 8.6 |
| Austria | 2000 | 63.6 | 3.1 | 34.6 | 4.9 |
| Slovenia | 2004 | 60.4 | 3.7 | 33.2 | 6.2 |
| Finland | 2004 | 75.8 | 4.2 | 36.4 | 5.5 |
| Sweden | 2003 | 84.6 | 3.8 | 38.5 | 4.5 |

Source: Authors' own calculations.
to have the same behaviour - with respect to labour market participation - as a 55 -year-old had in the base year. ${ }^{14}$

Based on labour market participation rates from Eurostat's labour force statistics (see Table 3 above), we make assumptions about the labour force participation of 55 -year-olds for the reference year of the country's NTA (Table 8), and implicitly assume that the difference between labour force participation and employment is structural in the reference year. ${ }^{15}$ To arrive at the implied increase in the average working life for each country, the labour market participation rate is multiplied by the implicit number of working years - i.e., between 4.5 (Sweden) and 8.6 (Hungary) - by which the transfer schedule is shifted (Table 8). For Germany, the labour force participation rate in the base year of a 55 -year-old is calculated to be 73.7. Extending this rate to age 60.6 (adding 5.6 years to 55 ) in line with mortality improvements adds 4.1 working years to the average length of working life.

The increase in the average length of working life has a substantial impact on demographic dependency ratios. In Germany, Spain, and Austria, the expansion of the demographic dependency ratio is reduced by more than one-half (Table 9). In Finland, the transfer-based DDR will be a little larger in 2040 than it is today. In Sweden, the DDR will grow by just $15 \%$ by 2040. The effect for Slovenia is somewhat smaller. The result for Hungary arises because the transfer-based DDR not only grows more slowly as a consequence of the increase in the average working life, but is actually reduced relative to the base year transfer-adjusted DDR.

[^22]
# Table 9: <br> Improvement in the transfer-adjusted DDR (\%) in the longer working life scenario (reduction in the growth of the transfer-based DDR) 

|  | $\mathbf{2 0 1 3}$ | $\mathbf{2 0 2 0}$ | $\mathbf{2 0 3 0}$ | $\mathbf{2 0 4 0}$ |
| :--- | :---: | :---: | :---: | :---: |
| Austria | 0 | 57 | 53 | 58 |
| Germany | 0 | 66 | 61 | 56 |
| Finland | 0 | 66 | 73 | 92 |
| Hungary | 0 | 215 | 173 | 130 |
| Slovenia | 0 | 28 | 30 | 35 |
| Spain | 0 | 65 | 58 | 57 |
| Sweden | 0 | 85 | 74 | 85 |

Note: The effect of a longer working life scenario is measured by the reduction in the growth of the DDR towards 2040.

Source: Authors' own calculations.

The decomposition of the changes relative to the baseline transfer-based DDR shows that the change (in absolute percentage points) in the ageing effect is rather uniform across the countries, with the exception of Hungary. The larger decrease in the ageing effect is due to the relatively long extension of the average working life (cf. Table 8). The support effect shows more variation (Appendix D). In particular, it explains the relatively subdued effect for Slovenia, despite the substantial prolongation of the average working life. The shift in the net transfer curve in the case of Slovenia improves the support effect only marginally (the effect is not detectable with two decimals in the table) because the net transfer contributions to the government of 55-year-olds are marginal.

The reported scenario for longer working lives builds upon the EUROPOP2020 baseline population projections, including immigration, as outlined above. If the healthy ageing scenario is added, the increase in the DDR is reduced by some additional percentage points.

To meet the fiscal challenges associated with ageing, it is essential that people work longer. For most countries, the effect of an increase in the average length of working life dwarfs the potential effect of increasing immigration or healthy ageing. Changes in retirement behaviour, and therefore in the average length of working life, do not occur automatically as longevity rises and health improves. In fact, from a life-cycle consumption model point of view, it may be optimal to spend more time in retirement as longevity increases (Bloom et al. 2014; Leinonen et al. 2015). What is presented here is a best-case scenario, in terms of both behavioural responses and the speed of policy-induced changes. In our simulation, the effect on the transfer-based DDR is roughly proportional to the assumed lengthening of the average working life as a function of mortality.

## 5 Conclusion

In this study, we presented a transfer-based demographic dependency ratio that takes into account a number of important features of on-going demographic changes, not least from a public finance perspective. Our measure takes into account the decline in the number of young people in many countries, and assumes that the transfers to this segment of the population will therefore be reduced. It also takes into account the large variations in the net transfers to older people depending on their age. This means that the composition of the older population is important, a factor that the simple DDR ignores. Furthermore, the transfer-based DDR explicitly acknowledges that the age range in which people are net contributors to public transfers, rather than net recipients of public transfers, varies across countries. Finally, the new measure also accommodates changes in the composition of net contributors (or the working-age population). None of these demographic developments are reflected in the simple DDR measure.

Our results suggest that care is needed when assessing the impact of population ageing using the simple head-count measure of the demographic dependency ratio. Our application of the transfer-based DDR indicates that the simple measure can significantly distort the challenges ahead in a negative direction.

The transfer-based DDR allowed us to simulate the impact of healthy ageing and extended working lives under different assumptions. The baseline definition of healthy ageing used here linked government health transfers to mortality developments for different age groups. As we noted above, this is likely a best-case scenario because it assumes no direct effect of chronological age after mortality is accounted for. Generally, however, healthy ageing was found to make little difference in the increase in net public transfers driven by demographics. If health care costs increase in relative terms, this could change the impact of healthy ageing because the health transfer component of net transfers to older people would increase in size. Of course, this result implies that the public finance challenges associated with ageing would increase as well.

For the longer working lives scenario, our starting point was the literature on prospective ageing. We implicitly assumed that labour market behaviour, and hence associated transfers, changes with mortality after age 55. Transfers related to labour market behaviour become a function of mortality. The results point to an increase in the average length of working life of three to five years. For most of the countries studied, this shift is associated with a decisive reduction in the increase in projected net public transfers.

Finally, we wish to stress the uncertainties involved in such multi-country macro projections. Nevertheless, we believe that the methods applied here can prove useful when comparing countries and when assessing the broad impact of policy initiatives. As National Transfer Accounts become available for more countries and for more years, there is further scope for the cross-validation of the assumptions made and the results generated in this study.
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## Appendices follow

Appendix A: Age structure of migrants and natives together with government net transfers (relative to average net transfers for 25-54-year-olds)


## Appendix B: Net government transfers by age and scenario



Appendix C: Decomposition of the total growth in demographic dependency ratios (different scenarios)

|  | 42013-2040 | Ageing share | Support share | Decompose Ageing |  | Decompose Support |  |  | Ageing share | Support share | Decompose Ageing |  | Decompose Support |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Popul. | Transf. | Popul. | Transf. |  |  |  | Popul. | Transf. | Popul. | Transf. |
| Traditional DDR |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| DE | 0.60 | 0.37 | 0.22 |  |  |  |  |  |  |  |  |  |  |  |
| FI | 0.39 | 0.41 | -0.02 |  |  |  |  |  |  |  |  |  |  |  |
| ES | 0.72 | 0.51 | 0.21 |  |  |  |  |  |  |  |  |  |  |  |
| SE | 0.25 | 0.39 | -0.13 |  |  |  |  |  |  |  |  |  |  |  |
| SI | 0.67 | 0.51 | 0.16 |  |  |  |  |  |  |  |  |  |  |  |
| AT | 0.53 | 0.53 | 0.00 |  |  |  |  |  |  |  |  |  |  |  |
| HU | 0.46 | 0.32 | 0.15 |  |  |  |  |  |  |  |  |  |  |  |
| Transfer-based DDR |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| DE | 0.54 | 0.28 | 0.25 | 0.12 | 0.16 | 0.24 | 0.01 |  |  |  |  |  |  |  |
| FI | 0.24 | 0.29 | -0.05 | 0.17 | 0.12 | -0.04 | -0.01 |  |  |  |  |  |  |  |
| ES | 0.66 | 0.30 | 0.37 | 0.18 | 0.12 | 0.28 | 0.09 |  |  |  |  |  |  |  |
| SE | 0.25 | 0.39 | -0.15 | 0.29 | 0.11 | -0.14 | -0.01 |  |  |  |  |  |  |  |
| SI | 0.57 | 0.31 | 0.26 | 0.19 | 0.12 | 0.22 | 0.04 |  |  |  |  |  |  |  |
| AT | 0.43 | 0.40 | 0.03 | 0.28 | 0.11 | 0.02 | 0.01 |  |  |  |  |  |  |  |
| HU | 0.34 | 0.17 | 0.17 | 0.08 | 0.09 | 0.18 | -0.01 |  |  |  |  |  |  |  |
| Transfer-based DDR-healthy ageing |  |  |  |  |  |  |  | Relative changes of transf.-based to healthy ageing DDR (p.pt.) |  |  |  |  |  |  |
| DE | 0.49 | 0.24 | 0.25 | 0.12 | 0.12 | 0.24 | 0.01 | -0.05 | -0.04 | 0.00 | 0.00 | -0.04 | 0.00 | 0.00 |
| FI | 0.21 | 0.26 | -0.05 | 0.17 | 0.10 | -0.04 | -0.01 | -0.03 | -0.03 | 0.00 | 0.00 | -0.03 | 0.00 | 0.00 |
| ES | 0.61 | 0.26 | 0.36 | 0.12 | 0.14 | 0.21 | 0.15 | -0.05 | -0.04 | -0.01 | -0.06 | 0.02 | -0.07 | 0.06 |
| SE | 0.16 | 0.31 | -0.15 | 0.29 | 0.02 | -0.14 | -0.01 | -0.09 | -0.09 | 0.00 | 0.00 | -0.09 | 0.00 | 0.00 |
| SI | 0.52 | 0.26 | 0.26 | 0.19 | 0.07 | 0.22 | 0.04 | -0.05 | -0.05 | 0.00 | 0.00 | -0.05 | 0.00 | 0.00 |
| AT | 0.41 | 0.38 | 0.03 | 0.28 | 0.09 | 0.02 | 0.01 | -0.02 | -0.02 | 0.00 | 0.00 | -0.02 | 0.00 | 0.00 |
| HU | 0.31 | 0.15 | 0.17 | 0.08 | 0.07 | 0.18 | -0.01 | -0.02 | -0.02 | 0.00 | 0.00 | -0.02 | 0.00 | 0.00 |
| Transfer-based DDR-longer working lives |  |  |  |  |  |  |  | Relative changes of transfer-based to longer working lives DDR (p.pt.) |  |  |  |  |  |  |
| DE | 0.27 | 0.13 | 0.14 | -0.01 | 0.14 | 0.09 | 0.05 | -0.27 | -0.16 | -0.11 | -0.13 | -0.03 | -0.15 | 0.04 |
| FI | 0.02 | 0.16 | -0.13 | 0.04 | 0.12 | -0.18 | 0.05 | -0.22 | -0.14 | -0.08 | -0.13 | -0.01 | -0.14 | 0.06 |
| ES | 0.34 | 0.12 | 0.21 | 0.02 | 0.10 | 0.11 | 0.11 | -0.32 | -0.17 | -0.15 | -0.16 | -0.02 | -0.18 | 0.02 |
| SE | 0.04 | 0.27 | -0.23 | 0.17 | 0.11 | -0.23 | 0.00 | -0.21 | -0.12 | -0.09 | -0.12 | 0.00 | -0.09 | 0.01 |
| SI | 0.41 | 0.15 | 0.26 | 0.17 | -0.02 | 0.19 | 0.07 | -0.16 | -0.16 | 0.00 | -0.02 | -0.14 | -0.03 | 0.03 |
| AT | 0.20 | 0.22 | -0.02 | 0.19 | 0.03 | -0.07 | 0.05 | -0.22 | -0.17 | -0.05 | -0.10 | -0.08 | -0.10 | 0.05 |
| HU | -0.13 | -0.17 | 0.04 | -0.16 | 0.00 | -0.07 | 0.11 | -0.47 | -0.33 | -0.13 | -0.24 | -0.09 | -0.25 | 0.12 |

Appendix D: Net total transfers (bn. LCU) to people aged 55+ (pension, health, and health adjusted for mortality changes)


# Subjective survival expectations and observed survival: How consistent are they? 
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#### Abstract

In this paper, we use new models to convert subjective expectations elicited from individual responses into conditional survival functions. We also estimate the effects of individual characteristics and assess the impact of health shocks on individual updates of subjective expectations. We use Health and Retirement Study (HRS) data from 1992 to 2006. By and large, our results confirm past empirical findings, but also identify patterns not documented in previous research. We show that the subjective probabilities are remarkably close to the results of actual life tables constructed from observed data, that whites underestimate their survival chances more than blacks, that women underestimate their survival chances more than men, and that the subjective underestimation of conditional survival increases with age in all population subgroups. We find significant differences in the survival outlooks of the original HRS cohort and a more recent HRS cohort (1992 versus 2004). These differences persist after introducing suitable controls. The observed mortality differentials between smokers and non-smokers, obese and non-obese individuals, and high-education and low-education groups are quite close to those of these subgroups' subjective survival expectations. Finally, we find large updating effects that result from recent health shocks on subjective expectations.


## 1 Introduction

Subjective survival expectations are responses to questions about the probabilities of surviving to selected target ages that respondents could attain in the future. The strategies used to elicit probabilistic appraisals from individuals are quite diverse, but the standard tools are based on variants of a question such as this: "Using

[^23]a number between 0 and 1 , where 0 is lowest and 1 is highest, what would you say is the probability that you will survive to age $X$ (or $Y$ more years)?" Work on survival expectations is relatively new, and is part of a larger literature on individual expectations (Manski 2004). The interest in this topic has been growing rapidly as researchers uncover patterns and varying degrees of consistency of subjective expectations with individual objective health status and changes thereof (Liu et al. 2007), past and current health-related behaviors (Falba and Busch 2005; Khwaja et al. 2006 and 2007; Scott-Sheldon et al. 2010), experiences of health shocks, and individual self-reported health (Smith et al. 2001a).

This paper has two modest goals. First, we seek to evaluate the degree of consistency between conditional survival probabilities computed from subjective survival expectations and conditional survival probabilities from observed life tables in two cohorts of older adults from the Health and Retirement Study (HRS). To do so, we employ models and strategies that partially resolve well-known problems of subjective expectation data. Second, we estimate the effects of individual traits (obesity), behaviors (smoking), and experiences with health shocks on subjective survival probabilities, and assess how these effects vary by age, race, and gender.

In this paper, we seek to confirm empirical results obtained by past research, and to introduce a handful of new ideas and findings. First, we propose semi-parametric, relational models that capture robustly the effects of individual traits, behaviors, and health shocks on the formation and updating of subjective expectations. Second, we perform extensive - albeit tedious - sensitivity analyses to assess the magnitude of the estimates' uncertainty that is attributable to a recurrent problem of subjective expectations; namely, the large shares of focal ${ }^{1}$ and inconsistent responses. ${ }^{2}$ Third, we identify and account for the phenomenon whereby older individuals tend to underestimate their survival chances (relative to their objective chances) by a larger margin than younger individuals. Finally, we add new empirical evidence to the literature about the direction and the magnitude of the updating of individual expectations as a reaction to recent health shocks (Khwaja et al. 2006; Liu et al. 2007; Smith et al. 2001a and 2001b).

The outline of the paper is as follows. In section 2, we review selected empirical findings. In section 3, we describe the data, including the advantages and disadvantages of our dataset. In sections 4 and 5, we introduce definitions, describe the models, and review the results. We present our conclusions in the final section.

[^24]
## 2 Subjective survival expectations, health, and mortality

While self-rated health status (SRH) reflects a combination of specific information and knowledge about recent or current health problems, physical functioning, and health-related behaviors (Quesnel-Vallée 2007), subjective survival expectations may capture some richer dimension that is unlikely to be included in self-rated health status (Popham and Michell 2007). It has been posited that these expectations reflect information about genetic or hereditary susceptibilities (Balia 2007, Hurd and McGarry 1995; Perozek 2008; Roebuck Bulanda and Zhang 2009); knowledge of the health conditions of parents, siblings, or other kin (Zick et al. 2014; van Doorn and Kasl 1998); assessments of past or current exposures to environmental and behavioral risk factors not captured by standard surveys questionnaires (Perozek 2008); and experiences of health trajectories over time (Benítez-Silva and Ni 2008).

There is abundant evidence showing that self-rated health status is a consistently robust independent predictor of mortality, even after accounting for relevant covariates, such as objective health status indicators (Idler and Benyamini 1997; Singh-Manoux et al. 2007; Young et al. 2010). Since research on subjective survival expectations is a new area of health research, it is not yet widely known that these expectations have been shown in some analyses to be good predictors of individual mortality, even after controlling for socio-demographic factors and healthrelated conditions (Hurd et al. 1999; Hurd and McGarry 2002; Perozek 2008; Smith et al. 2001b). However, these outcomes are not uniformly supported by all empirical findings, and some researchers continue to be skeptical about their power (Elder 2013). More surprisingly, although it has been shown that subjective survival expectations are empirically related to self-rated health, and that these indicators are roughly consistent with each other, there is evidence that survival expectations tap different dimensions of individual health vulnerabilities (Hurd and McGarry 1995; van Doorn and Kasl 1998), and are independent predictors of both individual and aggregate mortality, net of the effects of self-rated health (Siegel et al. 2003; van Doorn and Kasl 1998).

Recent research on subjective survival expectations has identified four important patterns.

First, individual subjective probabilities of survival are roughly consistent with observed (life table) probabilities, exhibit the expected levels of covariation with characteristics such as socioeconomic status and smoking (Hudomiet and Willis 2012; Hurd and McGarry 1995), are roughly consistent with populationbased observed survival patterns, and track remarkably well with observed individual survival trajectories (Smith et al. 2001b; Hurd and McGarry 2002) As Smith and colleagues stated in their study of HRS data, "... [the] evolution of subjective probabilities does appear to include an expectational component that may incorporate unobservable features of personal circumstances that bear on survival to age 75 " (Smith et al. 2001b: 1131).

Second, survival expectations track reasonably well with changing mortality conditions. Thus, in some of the most thorough work to date using HRS data,

Perozek (2008) found that subjective expectations elicited from the 1992 HRS predict the direction of revisions to the Social Security Administration (SSA) life tables between 1992 and 2004. Studies based on the European SHARE data lend support to this observed pattern, and lead to similar inferences (Peracchi and Perotti 2012). However, the degree of accuracy with which subjective expectations "foresee" or track mortality changes is contingent upon and influenced by the age of the individual and the age that is used as a target to elicit expectations. Thus, Elder (2013) found that older HRS respondents became more "pessimistic" regarding their future survival (i.e., they underestimated their objective survival probabilities), and that respondents in the original HRS cohort (1992) were more "optimistic" (i.e., they overestimated their objective survival probabilities) than the cohort recruited in 2004.

Third, empirical research has also uncovered some important discrepancies between subjective expectations and observed experiences. Thus, Hamermesh (1985) showed that individuals underestimate their short-term survival probabilities and overestimate their long-term survival probabilities relative to actuarial life table estimates. Similarly, Elder (2007) found that in the 1992-2004 HRS, the younger respondents (early fifties) were too "pessimistic" about their chances of surviving to young old ages, but that the older respondents (early sixties) were considerably more "optimistic" regarding their chances of surviving to more advanced ages (particularly to age 85 and older) when compared to actuarial estimates ("flatness bias"). A study by Post and Hanewald (2010) found that older individuals were more "optimistic" about their survival prospects (i.e., they overestimated their survival chances), and that, not surprisingly, these subjective expectations translated into more conservative saving behaviors.
Fourth, and finally, it has been suggested many times that subjective survival probabilities are likely to contain information that is not captured by either selfreported health status or objective measures of health limitations (Popham and Mitchell 2007). Hurd and McGarry (2002) found that self-rated health status and subjective survival expectations among individuals aged 46-65 were independently associated with individual mortality experiences between the first and second HRS waves, even after accounting for effects of multiple confounders, including socio-demographic characteristics and objective measures of health. This result is corroborated in a study that used information from the first wave of the Assets and Health Dynamics among the Oldest Old (AHEAD) study (individuals aged 70 and older) (Siegel et al. 2003). Additional evidence regarding the unique dimensions tapped by subjective expectations comes from the Australian Longitudinal Study of Aging (ALSA), in which researchers found that individuals' subjective survival expectations and mortality risk estimates were related to parental longevity (van Doorn and Kasl. 1998).

Although the above findings are roughly consistent and recurrent, there are also some salient conflicting results. This should not be surprising in a new research area in which there are unresolved disagreements about concepts, measurements and models, and the utilization of data sources that are not always well harmonized.

In this paper, we examine empirical evidence pertaining to the first (consistency) and fourth (responsiveness to individual health experiences) patterns outlined above. We do so by using strategies that partially circumvent three problems that are commonly encountered: (a) how to define robust models that can translate subjective expectations into standard conditional survival patterns that are comparable to the observed patterns; (b) how to treat "ambiguous" subjective expectations (focal and inconsistent responses); and (c) how to identify formalized protocols for making statistical inferences about the effects of individual traits, behaviors, exogenous changes, and time.

In the following, we address all three problems. First, we formulate robust models that can translate subjective survival expectations into predictions of mortality risks that are comparable to objective mortality rates. These models are flexible and easily estimated, and their relative performance is readily evaluated. Second, we assess the sensitivity of empirical estimates to the treatment of imprecise information; e.g., the ubiquitous and pervasive presence of focal and inconsistent responses. Although all researchers are well aware that if left unresolved, these responses engender problems that could lead to flawed inferences (Bassett and Lumsdaine 2001; Gan et al. 2005; Kuwaja et al. 2007; Lillard and Willis 2001; Lumsdaine and Potter van Loon 2012), not all published work on the subject has investigated the parameter uncertainty these responses could generate. Finally, we use variants of generalized accelerated failure time models to evaluate the impact of individuals' characteristics, behaviors, and experiences with exogenous shocks on the formation of subjective survival expectations.

## 3 The data

### 3.1 The health and retirement study

The data used in this study are drawn from the Health and Retirement Study (HRS). ${ }^{3}$ The HRS is a longitudinal survey designed to gather information on individuals in the U.S. from pre-retirement into retirement. The first wave's (1992) target population included individuals born between 1931 and 1941 who were living in households, and the spouses or partners of these individuals, regardless of their ages. Out of the 15,497 individuals who were eligible to be interviewed in 1992, 12,654 respondents were actually interviewed. Since then, the individuals in this initial cohort have been re-interviewed every two years. The entire survey consists of five birth cohorts who have been incorporated into the study over time. In the present study, we examine data from the first, fourth, and fifth HRS cohorts. The first cohort is the initial HRS cohort. The fourth cohort, the War Baby (WB) cohort, consists of 2,529 individuals who were born between 1942 and 1947.

[^25]These respondents were first interviewed in 1998, and every two years thereafter. Finally, the fifth cohort, the Early Baby Boomer (EBB) cohort, consists of 3,340 individuals who were born between 1948 and 1953. These respondents were first interviewed in 2004, and every two years thereafter. Information by racial groups comes from oversamples of Hispanics, blacks, and Florida residents. ${ }^{4}$ Finally, the HRS also includes information on the survival status of the respondents, and linked information about decedents from the National Death Index. We use data from the first eight HRS waves (1992-2006). Tables 1 and 2 display the pertinent descriptive statistics for the sample cohorts we use in this paper; namely, respondents who were aged 50 to 61 in 1992 and in 2004.

### 3.2 Subjective expectations in the HRS

Since 1992, the HRS has included a number of questions designed to elicit respondents' subjective expectations - or, more precisely, subjective probability distributions - regarding a range of future events. In 1992, the questions on subjective survival probabilities were as follows: "Using any number from zero to ten, where ' 0 ' equals absolutely no chance and ' 10 ' equals absolutely certain... What do you think are the chances that you will live to be 75 or more?" "And how about the chances that you will live to be 85 or more?" From 1994 onward the questions were reworded as follows: "Please answer the questions in terms of percent chance. Percent chance must be a number from 0 to 100 , where ' 0 ' means there is absolutely no chance, and ' 100 ' means that it is absolutely certain." In addition to including this change, the 1994 HRS wave was the first wave that restricted the age at which the first of the above-mentioned questions (survival to age 75) was posed to individuals aged 65 and younger, and the age at which the second question was posed to individuals aged 75 and younger. This format was maintained for the 1996 and 1998 HRS waves. In 2000, the question took on the following format: "How sure are you that you are going to live to be... 75 years or more (if the respondent's age is less than or equal to 65 years); 80 years or more (age 69 years or less); 85 years or more (age between 70 and 74 years); 90 years or more (age between 75 and 79 years); 95 years or more (age is 80 and 84 years); and 100 years or more (age between 85 and 90 years)?" As before, zero represented "Absolutely no chance" and 100 represented "Absolutely certain." The subjective survival questions were not posed to proxies.

[^26]Table 1:
HRS 1992 - Descriptive statistics: Percentage distribution of selected variables

|  | Educational attainment |  |  |  | Obese | Smoker |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Less than High School | High <br> School | Some college | College and above |  |  |
| White males |  |  |  |  |  |  |
| Including inconsistent answers ( $N=3345$ ) | 20.33 | 36.20 | 20.48 | 23.00 | 21.20 | 27.59 |
| Excluding inconsistent answers ( $N=2572$ ) | 17.86* | 35.71 | 21.09 | 25.34* | 21.01 | 26.00 |
| White females |  |  |  |  |  |  |
| Including inconsistent answers ( $N=3754$ ) | 22.91 | 43.50 | 19.69 | 13.91 | 23.04 | 25.28 |
| Excluding inconsistent answers ( $N=2655$ ) | 19.74** | $45.58{ }^{\dagger}$ | 20.49 | 14.20 | 22.49 | 25.31 |
| Black males |  |  |  |  |  |  |
| Including inconsistent answers ( $N=613$ ) | 41.44 | 32.95 | 16.48 | 9.14 | 26.43 | 38.99 |
| Excluding inconsistent answers ( $N=333$ ) | 40.84 | 29.73 | 18.02 | $11.41^{* * *}$ | 28.83 | 38.44 |
| Black females |  |  |  |  |  |  |
| Including inconsistent answers ( $N=901$ ) | 40.29 | 32.74 | 15.76 | 11.21 | 42.84 | 23.53 |
| Excluding inconsistent answers ( $N=477$ ) | 37.11 | 34.17 | 15.30 | 13.42 | 43.82 | 23.90 |

[^27]Table 2:
HRS 2004 - Descriptive statistics: Percentage distribution of selected variables

|  | Educational attainment |  |  |  | Obese | Smoker |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Less than High School | High <br> School | Some college | College and above |  |  |
| White males |  |  |  |  |  |  |
| Including inconsistent answers ( $N=3842$ ) | 9.63 | 28.73 | 27.95 | 33.68 | 30.32 | 22.47 |
| Excluding inconsistent answers ( $N=2422$ ) | 6.19*** | $26.59^{\dagger}$ | 28.32 | $38.89^{* * *}$ | 31.18 | 21.09 |
| White females |  |  |  |  |  |  |
| Including inconsistent answers ( $N=5176$ ) | 10.55 | 36.44 | 27.47 | 25.54 | 31.09 | 19.47 |
| Excluding inconsistent answers ( $N=3118$ ) | 7.83*** | 36.44 | 28.61 | 27.13 | 33.29* | 19.63 |
| Black males |  |  |  |  |  |  |
| Including inconsistent answers ( $N=710$ ) | 24.51 | 29.86 | 27.61 | 18.03 | 31.53 | 37.11 |
| Excluding inconsistent answers ( $N=300$ ) | 21.33 | 31.33 | 29.33 | 18.00 | 36.49 | 34.00 |
| Black females |  |  |  |  |  |  |
| Including inconsistent answers ( $N=1202$ ) | 21.63 | 33.78 | 27.79 | 16.81 | 52.92 | 23.33 |
| Excluding inconsistent answers ( $N=428$ ) | 13.55*** | 37.85 | 30.37 | 18.22 | 54.76 | 23.83 |

[^28]Figure 1:
Subjective survival to age 75. Focal responses (0, 50, and 100): percentages by gender and race - HRS 1992


Figure 2:
Subjective survival to age 85 . Focal responses ( 0,50 , and 100): percentages by gender and race - HRS 1992


### 3.3 Focal and inconsistent responses in the HRS

Of the 9,746 individuals ( $52.97 \%$ of whom were women) aged $50-61$ who were interviewed in 1992, 9,049 answered the questions on subjective survival to ages 75 and 85 . As of 2006, 1,511 deaths were registered among the individuals in this population, and a total of 828 individuals were lost to follow-up. Statistics summarizing selected variables are in Tables 1 and 2. Figures 1 and 2 show the gender- and race-specific prevalence of focal responses given in 1992 to the
questions on subjective survival to ages 75 and 85 , respectively. ${ }^{5}$ These figures show that focal answers were common. Across all gender and race groups, the heaping on answers reflecting a " $0 \%$ chance" of surviving ranged from $7.8 \%$ to $9.5 \%$ for age 75 and from $15.9 \%$ to $21.3 \%$ for age 85 . The heaping on answers reflecting a " $50 \%$ chance" of surviving ranged from $18.4 \%$ to $22.7 \%$ for age 75 and from $15.0 \%$ to $17.3 \%$ for age 85 . Finally, the heaping on answers reflecting a " $100 \%$ chance" of surviving ranged from $18.5 \%$ to $29.4 \%$ for age 75 and from $6.9 \%$ to $18.5 \%$ for age 85 .

The noise arising from heaping or focal responses was made worse by the inconsistency that occurred when the implied probability of surviving to age 75 was lower or equal to the implied probability of surviving to age 85 (1992 HRS) or to age 80 ( 2004 HRS). Figure 3 displays the prevalence of the inconsistent responses by gender, by race, and by whether the response was focal (heaped). Unsurprisingly, we find that the largest fraction of inconsistent responses was among the focal answers, and was dominated by cases with an elicited probability of surviving to age 75 that was equal to the elicited probability of surviving to age 85 (or to age 80 , depending on the HRS wave). The percentage of inconsistent responses resulting from the elicited probabilities of surviving to age 75 that equaled the elicited probabilities of surviving to age 85 ranged from $17.7 \%$ among white males to $33.6 \%$ among black males.

Although the educational levels of the individuals who offered inconsistent and/or focal responses differed from those of the individuals who offered consistent and non-focal responses, these differences were small. In particular, the educational distribution among whites with appropriate responses was slightly slanted toward higher educational attainment (see Tables 1 and 2). ${ }^{6}$

## 4 Models and estimation

### 4.1 Translation of subjective expectations into conditional survival probabilities

We use the answers to the 1992 questions eliciting the individual probabilities of surviving from age $x$ to ages 75 and 85 . Each individual response is an observation of the (subjective) conditional probability of surviving from age $x$ to ages 75 and $85, S_{x}(75)$ and $S_{x}(85)$. We assume that these observables are synthetic outcomes generated by a latent individual assessment of mortality risks, and that there is intra-individual homogeneity in the assessments, such that the set of pairs $\left(S_{x}(75)\right.$,

[^29]Figure 3:
Subjective survival to ages 75 and 85. Focal responses ( 0,50 , and 100): Inconsistent responses percentages by gender and race - HRS 1992

$\left.S_{x}(85)\right)$ observations is consistent with only one pattern of age-specific mortality risks. ${ }^{7}$ We employ four different mortality models, Gompertz, Weibull, logistic, and log-logistic, and estimate the parameters via standard Non-Linear Least Squares routines. ${ }^{8}$ We use the same models to represent the actual mortality experiences observed in the HRS sample and in the official U.S life tables. (1992). ${ }^{9}$ Figures 4 and 5 show the survival curves for all four functions. The logistic and log-logistic models are the best fits, and even though the Gompertz model does not fit as well, it performs well enough. This is in contrast to the much worse performance of the Weilbull function.

Tables 3 to 6 display the parameters for the Gompertz, logistic, Weibull, and loglogistic models estimated from the observed HRS follow-up mortality experiences and from the subjective survival expectations to ages 75 and $85 .{ }^{10}$ The figures in Tables 3 and 4 are computed from the entire sample of respondents who answered questions regarding expectations, whereas the figures in Tables 5 and 6 only employ the sample of consistent responses (but including focal responses). Not surprisingly,

[^30]Figure 4:
White men's and women's survival functions - U.S. 1992 life tables, Kaplan-Meier, Gompertz, logistic, Weibull, and log-logistic model estimates for the observed 14-year HRS mortality (1992 to 2006)

the results suggest that the fit $\left(\mathrm{R}^{2}\right)$ of subjective probabilities is better in the more restricted sample. Importantly, however, the tables also show that the parameter estimates based on the observed experiences are similar across the two subsamples, which suggests that the aggregate mortality experience, at least, is not associated with propensities for inconsistent responses.

In the unrestricted sample (Tables 3 and 4), the main differences between objective and subjective survival are seen in the slope of the mortality curves (the ancillary parameter of the Gompertz, logistic, Weibull, and log-logistic functions): by and large, the age-dependent increase in mortality rates is more than twice as fast in the observed data than in the subjective data. This is because the less exclusionary sample includes pairs of observations $S_{x}(75)$ and $S_{x}(85)$ that imply survival curves with implausibly low slopes (due to inconsistent responses). Indeed, at least for the Gompertz and logistic functions, the contrast vanishes when using the more restrictive sample (Tables 5 and 6) that ignores inconsistent responses.

Although the above result may be unsurprising, a warning should be issued: it is not possible to obtain reasonable estimates of mortality parameters from information on subjective survival expectations that includes inconsistent responses. This is important, as it is common practice to use the subjective expectations for

Figure 5:
Black men's and women's survival functions - U.S. 1992 life tables, Kaplan-Meier, Gompertz, logistic, Weibull, and log-logistic model estimates for the observed 14-year HRS mortality (1992 to 2006)

each target age separately, while ignoring the fact that if these expectations are considered jointly, they cannot refer to plausible survival curves. ${ }^{11}$

Figures 6 and 7 show, for each race and gender, the non-parametric Kaplan-Meier survival function for the observed 14-year HRS mortality table (1992 to 2006), the 1992 U.S. mortality life table, and the Gompertz, logistic, Weibull, and log-logistic models fitted to the subjective expectations using the restricted sample. To facilitate comparisons, Tables 7 and 8 in the text display the values of life expectancy at ages 50,60 , and 70 that are implied by each of the fitted models in each group, as well as those from the 1992-2006 HRS mortality experiences and the U.S. 1992 life tables.

While the results from the restricted sample in Tables 5 and 6 show that both the Gompertz and the logistic model represent the mortality trajectories observed in the HRS quite well, the predicted Gompertz survival functions (not shown) fall off with age much more steeply than the observed trajectories; a limitation that the logistic function does not share. This result, which indicates that the logistic model

[^31]Table 3: responses)
HRS 1992 - Non-linear regression models: Survival functions - Entire sample of respondents (including focal and inconsistent

Note: Estimates of the level and shape parameters of the Gompertz and logistic functions. Consistent responses are those that satisfy $\mathrm{P}(75)>\mathrm{P}(85)$. ${ }^{\text {a }}$ Estimated from the life table constructed from the observed deaths and exposures in the HRS follow-up.
${ }^{\mathrm{b}} \mathrm{T}$ : Target age (75 and 85). Estimated using the NLS fitting of the conditional subjective survival expectations $S_{x}(75)$ and $S_{x}(85)$.
${ }^{\text {C }}$ Robust standard errors adjusted for clusters of respondents.
${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests)
Table 4:
HRS 1992 - Non-linear regression models: Survival functions - Entire sample of respondents (including focal and inconsistent responses)

|  | Weibull |  |  |  | Log-Logistic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  |
|  | Constant (SE) | Slope (SE) | Constant (SE) ${ }^{\text {c }}$ | Slope (SE) ${ }^{\text {c }}$ | Constant (SE) | slope (SE) | Constant (SE) ${ }^{\text {c }}$ | slope (SE) ${ }^{\text {c }}$ |
| Whites |  |  |  |  |  |  |  |  |
| Males | $1.93 \mathrm{E}-13$ | 6.95*** | $1.47 \mathrm{E}-10$ | 5.69*** | $0.01^{* * *}$ | 9.35*** | $0.01^{* * *}$ | 7.58*** |
| $N=3345$ | (1.25E-13) | (0.14) | (1.70E-10) | (0.27) | (4.40E-05) | (0.35) | (4.40E-05) | (0.17) |
| $\mathbf{R}^{2}$ | 0.99 |  | . 378 |  | 0.99 |  | 0.73 |  |
| Females | $8.24 \mathrm{E}-15^{* * *}$ | 7.58*** | $3.27 \mathrm{E}-11$ | $5.99^{* * *}$ | $0.01{ }^{* * *}$ | 8.99*** | 0.01*** | 6.88*** |
| $N=3834$ | (1.58E-15) | (0.04) | (3.71E-11) | (0.26) | (0.00) | (0.34) | (4.21E-05) | (0.16) |
| $\mathbf{R}^{2}$ | 0.99 |  | 0.32 | 4 | 0.99 |  | 0.77 |  |
| Blacks |  |  |  |  |  |  |  |  |
| Males | $2.56 \mathrm{E}-14^{* * *}$ | 7.59*** | $1.31 \mathrm{E}-06$ | 3.54** | 0.01*** | 9.32*** | 0.01*** | 4.90*** |
| $N=623$ | (4.95E-15) | (0.02) | (4.37E-06) | (0.78) | (6.27E-05) | (0.38) | (3.16E-04) | (0.58) |
| $\mathbf{R}^{2}$ | 0.9987 |  | 0.3192 |  | 0.9995 |  | 0.7363 |  |
| Females | $1.64 \mathrm{E}-14^{* * *}$ | 7.57*** | $2.29 \mathrm{E}-08$ | 4.45*** | $0.01^{* * *}$ | 9.00*** | 0.01 *** | 4.85*** |
| $N=911$ | (3.65E-15) | (0.02) | (5.86E-08) | (0.60) | (9.66E-05) | (0.44) | (2.15E-04) | (0.44) |
| $\mathbf{R}^{2}$ | 0.9992 |  | 0.2878 |  | 0.9997 |  | 0.7647 |  |

Note: Estimates of the level and shape parameters of the Weibull and log-logistic functions. Consistent responses are those that satisfy $\mathrm{P}(75)>\mathrm{P}(85)$. ${ }^{\text {a }}$ Estimated from the life table constructed from the observed deaths and exposures in the HRS follow-up.
${ }^{\mathrm{b}} x$ : age; T: Target age (75 and 85). Estimated using the NLS fitting of the conditional subjective survival expectations $S_{x}(75)$ and $S_{x}(85)$. ${ }^{~}$ Robust standard errors adjusted for clusters of respondents.
${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).
Table 5:
HRS 1992 - Non-linear regression models: Survival functions - Restricted sample (including focal and consistent responses only)

|  | Gompertz |  |  |  | Logistic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Observed ${ }^{\text {a }}$ parameters |  | ${\text { Subjective }{ }^{\text {b }} \text { parameters }}^{\text {che }}$ |  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  |
|  | Constant (SE) | Slope (SE) | Constant (SE) ${ }^{\text {c }}$ | Slope (SE) ${ }^{\text {c }}$ | Constant (SE) | slope (SE) | Constant | (SE) ${ }^{\text {c }}$ slope (SE) ${ }^{\text {c }}$ |
| Whites |  |  |  |  |  |  |  |  |
| Males | $3.39 \mathrm{E}-06{ }^{*}$ | 0.13*** | 4.15E-06*** | $0.13{ }^{* * *}$ | 81.14*** | 7.24*** | $78.60{ }^{* * *}$ | 7.96*** |
| $N=2572$ | (1.42E-06) | (0.01) | (6.19E-07) | (0.26E-03) | (0.54) | (0.34) | (0.18) | (0.12) |
| $\mathbf{R}^{2}$ | 0.99 |  | 0.46 |  | 0.99 |  |  | 0.8123 |
| Females | $1.68 \mathrm{E}-06^{*}$ | 0.13 *** | $2.59 \mathrm{E}-06{ }^{* *}$ | $0.14{ }^{* *}$ | 85.27*** | 7.30*** | 80.09*** | 8.18*** |
| $N=2704$ | (7.05E-07) | (0.01) | (4.48E-06) | (2.35E-03) | (0.70) | (0.35) | (0.18) | (0.13) |
| $\mathbf{R}^{2}$ | 0.99 |  | 0.42 | 8 | 0.99 |  |  | 0.8294 |
| Blacks |  |  |  |  |  |  |  |  |
| Males | 7.92E-06* | 0.12*** | 1.36E-06* | $0.15{ }^{* * *}$ | 75.41*** | 6.96*** | 79.50*** | 7.52*** |
| $N=338$ | (3.23E-06) | (0.01) | (6.85E-07) | (0.01) | (0.35) | (0.31) | (0.47) | (0.35) |
| $\mathbf{R}^{2}$ | 0.99 |  | 0.45 |  | 0.99 |  |  | 0.8075 |
| Females | $5.43 \mathrm{E}-06^{* * *}$ | $0.12{ }^{* * *}$ | $4.28 \mathrm{E}-06^{*}$ | $0.13{ }^{* * *}$ | 81.63*** | 7.67*** | 79.56*** | $8.55^{* * *}$ |
| $N=483$ | (2.88E-06) | (0.01) | (1.90E-06) | (0.01) | (0.81) | (0.51) | (0.46) | (0.37) |
| $\mathbf{R}^{2}$ | 0.9994 |  | 0.4285 |  | 0.9995 |  | 0.8170 |  |

Note: Estimates of the level and shape parameters of the Gompertz and logistic functions. Consistent responses are those that satisfy $\mathrm{P}(75)>\mathrm{P}(85)$. ${ }^{\text {a }}$ Estimated from the life table constructed from the observed deaths and exposures from the HRS follow-up.
${ }_{x}$ : age; T: Target age (75 and 85). Estimated using the NLS fitting of the conditional subjective survival expectations $S_{x}(75)$ and $S_{x}(85)$. ${ }^{\text {R }}$ Robust standard errors adjusted for clusters of respondents.
${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).
Table 6:
HRS 1992 - Non-linear regression models: Survival functions - Restricted sample (including focal and consistent responses only)

|  | Weibull |  |  |  | Log-Logistic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  |
|  | Constant (SE) | Slope (SE) | Constant (SE) ${ }^{\text {c }}$ | Slope (SE) ${ }^{\text {c }}$ | Constant (SE) | slope (SE) | Constant (SE) ${ }^{\text {c }}$ | slope (SE) ${ }^{\text {c }}$ |
| Whites |  |  |  |  |  |  |  |  |
| Males | 7.79E-15*** | 7.67*** | $6.60 \mathrm{E}-20$ | 10.64*** | 1.13E-14* | 7.01*** | 0.01*** | $10.24^{* * *}$ |
| $N=2572$ | (1.68E-15) | (0.02) | (4.78E-20) | (0.17) | (4.19E-15) | (0.04) | (2.62E-05) | (0.14) |
| $\mathbf{R}^{2}$ | 0.99 |  | 0.46 |  | 0.993 |  | 0.81 |  |
| Females | $8.24 \mathrm{E}-15^{* * *}$ | $7.58{ }^{* * *}$ | $1.17 \mathrm{E}-20$ | $11.02^{* * *}$ | 1.70E-14*** | $6.91{ }^{* * *}$ | $0.01^{* * *}$ | 9.98*** |
| $N=2704$ | (1.42E-15) | (0.02) | (8.87E-21) | (0.18) | (3.89E-15) | (0.03) | (2.56E-05) | (0.14) |
| $\mathbf{R}^{2}$ | 0.99 |  | 0.42 |  | 0.99 | 4 | 0.82 |  |
| Blacks |  |  |  |  |  |  |  |  |
| Males | $2.35 \mathrm{E}-14^{* * *}$ | 7.60*** | 3.93E-22 | $11.84^{* * *}$ | $4.65 \mathrm{E}-15^{\dagger}$ | 7.30*** | $0.01^{* * *}$ | $10.83 * * *$ |
| $N=338$ | (4.39E-15) | (0.02) | (8.70E-22) | (0.52) | (2.71E-15) | (0.03) | (6.91E-05) | (0.47) |
| $\mathbf{R}^{2}$ | 0.99 |  | 0.45 |  | 0.97 |  | 0.80 |  |
| Females | $1.57 \mathrm{E}-14^{* *}$ | 0.12*** | $8.44 \mathrm{E}-20$ | 10.57*** | $5.84 \mathrm{E}-15^{\dagger}$ | 7.17*** | (0.01) | 9.59*** |
| $N=483$ | (3.92E-15) | (0.01) | (1.65E-19) | (0.45) | (3.33E-15) | (0.04) | (6.49E-05) | (0.39) |
| $\mathbf{R}^{2}$ | 0.9994 |  | 0.4285 |  | 0.9940 |  | 0.8170 |  |

[^32]Figure 6:
White men's and women's survival functions - U.S. 1992 life tables, Kaplan-Meier for the observed 14-year HRS mortality (1992 to 2006), and Gompertz, logistic, Weibull, and log-logistic model estimates for subjective survival expectations expressed in 1992 by respondents in the restricted samples

has an edge over the Gompertz model, is in line with recent empirical research on old-age mortality in high-income countries (Horiuchi and Wilmoth 1998; Kannisto et al. 1994; Robine and Vaupel 2001). To ensure consistency with the most recent literature on the subject, we will focus only on the results from the best fitting logistic model.

Tables 7 and 8 reveal three features of the relationship between subjective expectations and experiences of mortality. First, the estimates of life expectancy at ages 50, 60, and 70 from all three sources in all four groups are closely clustered, but the differences between the estimates based on subjective expectations and the HRS and/or the U.S. experiences are slightly larger among white women and black men. Among black men, the subjective expectations yield residual expectancies at age 50 that are 4.0 years higher than the HRS observed life table estimates, whereas the black women's estimates are 2.0 years lower than these values. Among whites, the estimates based on subjective expectations are 2.4 years lower for men and 5.0 years lower for women. Thus, white men and women are "pessimistic," whereas black men are quite "optimistic."

Figure 7:
Black men's and women's survival functions - U.S. 1992 life tables, Kaplan-Meier for the observed 14-year HRS mortality (1992 to 2006), and Gompertz, logistic, Weibull, and log-logistic model estimates for subjective survival expectations expressed in 1992 by respondents in the restricted samples


Second, the tables also suggest that subjective expectations reproduce the observed direction of gender disparities only among whites, and the observed direction of race differentials only among women. Furthermore, when the direction of the differentials from the subjective expectations is the same as the observed differentials, the magnitude of the former is less than half that of the latter.

The magnitude of the differences between the estimates from survival expectations and observed mortality is as large, or slightly larger, than the magnitude of the differences between the mortality experiences from the HRS and from the U.S. life tables.

### 4.2 Sensitivity of estimates to focal responses

As we showed above, the estimates of life table parameters from subjective expectations are sensitive to the inclusion of inconsistent responses. Moreover, a sample that includes inconsistent responses produces implausible estimates of

Table 7:
Whites - Estimated life expectancies at ages 50, 60, and 70 from Gompertz, logistic, Weibull, and Log-Logistic models (1992 Cohort). Restricted sample

|  | Age 50 |  |  | Age 60 |  |  | Age 70 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Males | Females |  | Males | Females |  | Males | Females |
| U.S. | 27.1 | 31.9 |  | 19.1 | 23.2 |  | 12.4 | 15.6 |
| HRS Observed |  |  |  |  |  |  |  |  |
| $\quad$ Gompertz | 28.6 | 32.3 |  | 18.9 | 22.5 |  | 9.9 | 13.1 |
| Logistic | 31.2 | 35.3 |  | 21.5 | 25.5 |  | 12.5 | 16.1 |
| Weibull | 34.8 | 38.3 |  | 25.0 | 28.5 |  | 15.8 | 19.1 |
| $\quad$ Log-logistic | 34.0 | 39.1 |  | 24.2 | 29.3 |  | 15.3 | 19.9 |
| Subjective |  |  |  |  |  |  |  |  |
| $\quad$ Gompertz | 25.0 | 26.0 |  | 15.4 | 163 |  | 6.9 | 7.6 |
| $\quad$ Logistic | 28.8 | 30.3 |  | 19.3 | 20.8 |  | 10.9 | 12.2 |
| $\quad$ Weibull | 25.6 | 26.6 |  | 15.8 | 16.7 |  | 7.1 | 7.8 |
| $\quad$ Log-logistic | 30.2 | 31.7 |  | 20.4 | 21.9 |  | 11.0 | 13.1 |

Note: Source, estimates from Tables 3 to 6 . The subjective restricted sample includes focal responses but excludes inconsistent responses.

Table 8:
Blacks - Estimated life expectancies at ages 50, 60, and 70 from Gompertz, logistic, Weibull, and Log-Logistic models (1992 Cohort). Restricted sample

|  | Age 50 |  | Age 60 |  | Age 70 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Males | Females | Males | Females | Males | Females |
| U.S. | 23.0 | 28.5 | 16.3 | 20.8 | 11.0 | 14.3 |
| HRS Observed |  |  |  |  |  |  |
| Gompertz | 23.7 | 29.0 | 14.3 | 19.3 | 6.1 | 10.4 |
| Logistic | 25.6 | 31.8 | 16.1 | 22.1 | 8.0 | 13.2 |
| Weibull | 26.5 | 32.3 | 17.0 | 22.6 | 8.7 | 13.6 |
| Log-logistic | 27.2 | 34.8 | 17.7 | 25.1 | 9.7 | 16.2 |
| Subjective |  |  |  |  |  |  |
| Gompertz | 25.5 | 25.4 | 15.8 | 15.7 | 7.0 | 7.3 |
| Logistic | 29.6 | 29.8 | 20.0 | 20.4 | 11.4 | 12.0 |
| Weibull | 26.0 | 26.0 | 16.1 | 16.2 | 7.1 | 7.4 |
| Log-logistic | 30.8 | 31.4 | 21.0 | 21.7 | 12.1 | 12.9 |

Note: Source, estimates from Tables 3 to 6 . The subjective restricted sample includes focal responses but excludes inconsistent responses.
Table 9:
Alternative multivariate logistic models for subjective survival

|  | M1 (SE) | M2 (SE) | M3 (SE) | M4 (SE) | M5 (SE) | M6 (SE) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Level parameter | 79.46 (0.13)*** | 78.35 (0.16)*** | 78.87 (0.17)*** | 77.86 (0.19)*** | 78.02 (0.50)*** | 78.97 (0.50) ${ }^{* * *}$ |
| Shape parameter | 8.01 (0.08)*** | 7.56 (0.08)*** | 8.18 (0.08)*** | 7.70 (0.20)*** | 7.70 (0.07)*** | 7.60 (0.07)*** |
| $\begin{aligned} & \text { Gender ( } 1=\text { Male; } \\ & 0=\text { Female }) \end{aligned}$ | -1.53 (0.18)*** | $-1.50(0.17)^{* * *}$ | -1.56 (0.19) ${ }^{* * *}$ | $-1.52(0.17)^{* * *}$ | $-1.64(0.35)^{* * *}$ | $-1.51(0.17)^{* * *}$ |
| Race ( 1 = Black; $0=$ White) | -0.22 (0.28) | -0.28 (0.40) | -0.23 (0.29) | -0.28 (0.27) | -0.54 (0.59) | -0.26 (0.34) |
| $\begin{aligned} & \text { Survey (1 = HRS 1992; } \\ & 0=\text { HRS 2004) } \end{aligned}$ |  | 2.01 (0.18)*** |  | 2.01 (0.18)*** | 1.55 (0.31)*** | 2.20 (0.18)*** |
| $\begin{aligned} & \text { Age group }(1=50-55 ; \\ & 0=56-61) \end{aligned}$ |  |  | 1.01 (0.19)*** | 0.85 (0.17)*** | 0.89 (0.60)** | 0.52 (0.17)*** |
| Race* survey |  |  |  |  | $1.05(0.59)^{\dagger}$ |  |
| Race* age group |  |  |  |  | -0.79 (0.53) |  |
| Gender* survey |  |  |  |  | 0.39 (0.37) |  |
| Gender* age group |  |  |  |  | -0.22 (0.35) |  |
| Survey* age group |  |  |  |  | 0.28 (0.36) |  |
| ADLs (1 = Yes; $0=$ No) |  |  |  |  |  | -3.24 (0.39)*** |
| Chronic conditions $(1=\text { Yes; } 0=\text { No })$ |  |  |  |  |  | -2.94 (0.19)*** |
| $\mathbf{R}^{2}$ | 0.82 | 0.82 | 0.82 | 0.82 | 0.82 | 0.83 |

[^33]Table 10:
Alternative multivariate logistic models for subjective survival

|  | M1 (SE) | M2 (SE) |
| :---: | :---: | :---: |
| Level parameter | 79.40 (0.52)*** | 78.08 (0.22)*** |
| Shape parameter | 7.49 (0.07)*** | 7.49 (0.07)*** |
| Gender ( 1 = Male; 0 = Female) | -1.49 (0.18)*** | -1.78 (0.17)*** |
| Race ( $1=$ Black; $0=$ White) | 0.07 (0.26) | 0.48 (0.26) |
| Smoker ( $1=$ Yes; $0=$ No) | -2.69 (0.20)*** | -2.04 (0.20)*** |
| Obese ( $1=$ Yes; $0=\mathrm{No}$ ) | -1.63 (0.19)*** | -1.32 (0.19)*** |
| Less than HS ( $1=$ Yes; $0=$ No) |  | -1.32 (0.26)*** |
| Some college ( $1=\mathrm{Yes;} \mathbf{0}=\mathrm{No}$ ) |  | 1.53 (0.22)*** |
| College/more ( $1=$ Yes; $0=$ No) |  | 2.80 (0.22)*** |
| Survey (1992 = 1; $2004=0$ ) | 2.01 (0.18)*** | 2.67 (0.18)*** |
| $\mathbf{R}^{2}$ | 0.82 | 0.83 |

Note: Pooled HRS 1992 and 2004 samples excluding inconsistent responses -Individuals aged 50-61. $N=18,652$, Clusters $=9,326$.
Due to changes in the questions, the inconsistent responses for the 1992 HRS are those that satisfy $\mathrm{P}(75) \leq \mathrm{P}(85)$, and the inconsistent responses for 2004 HRS are those that satisfy $\mathrm{P}(75) \leq \mathrm{P}(80)$.
${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).
mortality. This result is important because it suggests that empirical results based on complete samples are likely to be flawed.

Are estimates equally sensitive to the treatment of focal responses? Although we cannot entirely dismiss focal responses centered on zero (highly pessimistic assessment) or on one (highly optimistic assessment), it appears to be the case that respondents choose these values as a simplified form of expressing the direction of their expectations. Clearly, the integrated force of mortality is neither infinite (pessimistic assessment) nor zero (optimistic assessment). Likewise, it may be the case that some of the individuals who provided focal responses centered on 0.50 used this value as a device to express "neutrality," and were unaware that their choice implied mortality rates five to 10 times higher than the observed rates. Thus, using focal responses as if they were outcomes of individual computations distorts the intentionality of the responses. Nor can we treat the issue of focal responses as a kind of missing value problem, and then deploy the standard machinery of multiple imputation. Careful researchers attempt to "redistribute" focal responses using various methods, particularly the 0.50 responses (Bassett and Lumsdaine; Bruine de Bruin et al. 2002; Gan et al. 2005; Lumsdaine and van Loon 2012; Manski and Molinari, 2010). The problem is that these methods usually rely on strong, unverifiable assumptions, and leave open the possibility that reallocation could lead to worse distortions than the naïve avoidance of the problem. In the absence of a clear-cut strategy, we opt to compute the boundaries of uncertainty after imposing alternative constraints on the sample used for estimation (see Tables A.1, A.2, A.3,
Table 11:
Updating survival expectations - Linear regression - Dependent Variable: $\ln (-\ln ($ subjective probability of surviving from age $\boldsymbol{x}$ to target age in current wave))

|  | M1 | M2 | M3 | M4 |
| :---: | :---: | :---: | :---: | :---: |
| Health shock ( $1=$ Yes; $0=$ No) | $0.34(0.05)^{* * *}$ | 0.34 (0.05)*** | 0.29 (0.06) *** | 0.28 (0.06) *** |
| $\ln (-\ln$ (Subjective prob. of surviving from age $\boldsymbol{x}$ to target age estimated from logistic parameters of 1992 wave)) | 1.57 (0.05)*** | 1.57 (0.05)*** | 1.58 (0.05)*** | 1.57 (0.05)*** |
| Race ( $1=$ Black; $0=$ White) | -0.44 (0.08) ${ }^{\text {*** }}$ | -0.47 (0.08) ${ }^{\text {*** }}$ | $-0.46(0.08)^{* * *}$ | -0.49 (0.08) ${ }^{\text {*** }}$ |
| Race* health shock | -0.16 (0.13) | -0.16 (0.13) | -0.15 (0.13) | -0.15 (0.13) |
| Gender ( $1=$ Male; 0 = Female) | -0.06 (0.05) | -0.06 (0.05) | -0.06 (0.05) | -0.06 (0.05) |
| Gender* health shock | 0.01 (0.07) | 0.01 (0.07) | 0.01 (0.07) | 0.01 (0.07) |
| Obese ( $1=$ Yes; $0=$ No) |  | 0.20 (0.05)*** |  | 0.22 (0.05)*** |
| Obese* health shock |  | -0.02 (0.08) |  | -0.00 (0.08) |
| Smoker ( 1 = Yes; $0=$ No) |  |  | 0.30 (0.05)*** | 0.31 (0.05)*** |
| Smoker* health shock |  |  | 0.11 (0.08) | 0.11 (0.08) |
| Constant | -0.12 (0.05) ** | $-0.17(0.05)^{* *}$ | -0.19 (0.05) *** | -0.24 (0.05) *** |
| $\mathbf{R}^{2}$ | 0.043 | 0.044 | 0.046 | 0.048 |

Note: $N=29,890$, Clusters $=5,725$.
${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).
A. 4 , A. 5 and A. 6 in the appendix). These results suggest that the sensitivity of the parameter estimates to the treatment of focal responses is model-dependent. In general, we find that the estimates of parameters are more sensitive to the exclusion of the $50 \%$ response.

To summarize, we find that the patterns of mortality estimated from subjective survival expectations reflect quite accurately the patterns of observed or objective mortality. These subjective expectations deviate from observed patterns to the same extent as independent assessments of objectives mortality, such as those from HRS data and from U.S. life tables, differ from each other. Our results suggest that white men and women of both races tend to underestimate their survival chances, and that black men tend to greatly overestimate their survival chances.

We have argued that extreme care must be exercised with samples that include inconsistent responses, and that the best strategy is to exclude them altogether. Not unexpectedly, we find that alternative treatments of focal responses produce different results, but that the levels of uncertainty surrounding their use are modest. Thus, we suggest that future work on subjective expectations place more emphasis on defining a range for the parameters of interest (instead of point estimates with standard deviations), rather than on the identification of methods for allocating focal responses to "proper" numerical values, which is a rather risky enterprise. This strategy is also consistent with the idea of explicitly accounting for individual uncertainty regarding individual expectations (Willis, 2005).

## 5 Fine-tuned models for subjective expectations

Do the mortality risks implied by subjective survival expectations behave consistently in more refined analyses? For example, are the expectations of individuals with different behaviors and/or health statuses consistent with objective experiences associated with groups exhibiting the same behaviors or health statuses? Do individuals update their expectations in accordance with past experience; e.g., are they sensitive to individual exogenous shocks? Do younger birth cohorts adjust their expectations to reflect mortality improvements at older ages? To examine these questions, we propose fine-tuning the models formulated above to incorporate covariates.

We showed before that a logistic model fitted to the conditional subjective survival expectations $S_{x}(75)$ and $S_{x}(85)$ yields estimates of the (unconditional) survival curve that are quite close to both the survival curve that describes the observed HRS and the U.S. mortality experiences during 1992-2006. We now extend the logistic model to include the effects of covariates. To estimate these models, we assume that individual traits and behaviors modify the level parameter of the logistic function, while the ancillary parameter is invariant throughout. ${ }^{12}$

[^34]The "level" parameter reflects the average (underlying) mortality risk, whereas the ancillary parameter reflects the age pattern of mortality risks. The conditional probability of surviving to age $y$ given the respondent's age is $x$ is defined as:

$$
\begin{equation*}
S_{x}(y)=\left(1+\exp \left(\left(y-\eta\left(g\left(Z_{i}\right)\right)\right) / \tau\right)\right) /\left(1+\exp \left(\left(x-\eta\left(g\left(Z_{i}\right)\right)\right) / \tau\right)\right) \tag{1}
\end{equation*}
$$

where $y$ is either 75 or $85, x<y, Z_{i}$ is a vector of characteristics, and $g($.$) is$ a functional form that, for simplicity, we define as linear. The hazard function corresponding to this conditional survival is:

$$
\begin{equation*}
\mu(v)=(1 / \tau) * \exp \left(\left(\left(v-\eta\left(g\left(Z_{i}\right)\right)\right) / \tau\right)\right) /\left(1+\exp \left(\left(x-\eta\left(g\left(Z_{i}\right)\right)\right) / \tau\right)\right. \tag{2}
\end{equation*}
$$

We pool together the initial HRS cohort from 1992 with the HRS refreshment cohort from 2004, and create a dummy variable to distinguish them. This will help us compare two birth cohorts with different experiences. In the younger cohort, the proportions of whites, women, and individuals with at least some college education are statistically larger. Moreover, and as expected, the 1992 cohort includes a statistically larger proportion of current smokers than the 2004 cohort, whereas the prevalence of obesity is significantly higher in the younger than in the older cohort (see Tables 1 and 2). We then use the pooled sample to estimate the effects of the covariates on the parameters of model (1) using the (elicited) survival expectations to age 75 and to age 85 (or 80 ). ${ }^{13}$ The covariates include binary variables for gender, race, HRS wave (1992 versus 2004), age (50-55 versus 56-61), and several interactions.

### 5.1 The effects of traits and behaviors

Table 9 displays the estimates of five models and the corresponding estimates associated with individual characteristics. Because of scaling, a negative coefficient for a covariate implies higher mortality risks. Model 1 shows statistically significant differences by race and gender: blacks and men had survival expectations reflecting higher mortality risks than whites and women, respectively. Model 2 reveals that the subjective expectations of the 1992 HRS cohort (column 2) implied lower mortality risks than the subjective expectations of the 2004 refreshment cohort. In the same model, the effects of race are downgraded to statistical insignificance. Models 3 and 4 show that the younger HRS cohort had subjective expectations that reflected a mortality pattern with lower mortality risks than those of the older HRS cohort. These effects are large and statistically significant. Finally, Model 5 includes

[^35]interaction effects, none of which are found to be strongly ( $p<.01$ or even $p<.05$ ) statistically significant.

Are the effects in Table 9 large enough to matter at all? It can be shown (see the appendix) that an absolute change equal to $\delta$ in the value of the logistic scale parameter implies an approximate change of about $-0.0062^{*} \delta$ in the force of mortality around age 70. Thus, for example, the largest coefficient associated with membership in the 1992 cohort (2.01) translates into a mortality risk at around age 70 that is 0.0124 lower than the mortality risk associated with membership in the refreshment cohorts. A difference of this magnitude is equivalent to an upward shift in life expectancy at age 50 of about three years, or about 10 percent of the actual U.S. life expectancy at age 50. The differences associated with race and gender are, respectively, one-tenth and two-thirds as large as the effects associated with cohort membership, whereas the differences associated with age group are about 0.42 as large.

We wish to highlight two findings. Why should the individuals in the younger age group express subjective expectations that imply lower mortality than the individuals in the older age group? The younger individuals' implied life expectancies at age 50 were about 1.3 years higher than those of the older individuals. This result contradicts findings from research using different datasets (Wu et al. 2014). However, since these results were compromised because inferences were drawn using separate responses about different target ages - a practice that we believe should be discouraged - we should downplay the importance of these findings. More significantly, however, this result is inconsistent with the literature on self-reported health status showing that older people tend to report being in better health than their younger counterparts (Jylhä et al. 2001). Unlike models in the literature on health self-reports, our models do not control for indicators of individual health conditions or disability. Thus, this inconsistency could have arisen because the average objective health status among older individuals was worse than the average objective health status among younger individuals. However, this was not shown to be the case. In fact, when we estimated our models while controlling for both self-reported ADL and self-reported chronic conditions, we found that the coefficient for the age dummy continued to be statistically significant and pointed toward a more pessimistic assessment among the older than among the younger age group (see Table 9).

Since the finding is unlikely to be due to cohort effects (see below), we are left with the possibility that subjective survival expectation assessments and selfreported health among older individuals tap into very different dimensions than among younger individuals. ${ }^{14}$

[^36]The second noteworthy finding is that members of the original HRS cohort had survival expectations that implied mortality risks associated with higher life expectancy at age 50 . The differences are equivalent to shifts of about three years less than in the 2004 refreshment cohort. Why should this be the case? Are the differences between the cohorts in Table 9 due to differences in the prevalence of traits that we are not accounting for?

Table 10 displays estimates of a model that includes controls for additional covariates that could influence survival expectations: namely, education, obesity, and smoking status (current, ever, and never). The inclusion of new control variables does not remove the effects under scrutiny, and the 1992 cohort continued to express subjective expectations implying a more forgiving survival curve. In fact, judging by the magnitude of the coefficient (2.67), it appears that the benefits are even greater than those revealed by Table 9.

The results in Table 10 also demonstrate two additional associations of interest. First, the effects of smoking and obesity status are statistically significant, are properly signed, and are very large. Indeed, the smokers' survival expectations translate into mortality risks at age 70 that are about $0.0167(2.69 * 0.0062)$ higher than those of the non-smokers, a value that differs almost $36 \%$ from the average mortality in the population at that age. This finding is nothing short of remarkable, as the estimated observed mortality excess at ages 75-79 due to smoking in the U.S. is close to $25 \%$ (National Research Council 2011) The difference is equivalent to smoking-related losses in life expectancy at age 50 of about 3.73 years, or $15 \%$ of observed U.S. life expectancy at age 50.

The effects of obesity are more modest, but are still quite large, at about twothirds the size of the effects due to smoking. These findings are in line with rough estimates of mortality excess due to obesity at ages 50 and older (Ho and Preston 2010).

The second interesting result in Table 10 is the education gradient of subjective survival: the sign of the estimated slope not only reproduces the sign of the observed education mortality slope in the U.S., but its magnitude is close to that of estimates for the U.S. in 2000. The difference in survival between those with a college education or more and those with less than a high school education is equivalent to about three years of life expectancy at age 50 (Palloni and Thomas 2013), whereas Table 10 implies a difference of about 1.4 years. ${ }^{15}$ Once again, these differences are not larger than the differences routinely found between alternative estimates from observed data.

[^37]
### 5.2 The effects of shocks: updating survival expectations

With the exception of the cohort effects identified above, subjective and objective survival are in sync with each other. We could also conjecture that individuals not only appraise their survival chances with a relatively high degree of accuracy, but that if they do so, they adjust their appraisals in response to external events. If this is the case, then individual expectations should be subject to significant variability owing to the ebb and flow of exogenous shocks, particularly those that are healthrelated. To test this conjecture, we adopt a model suitable for estimating the effects of time-dependent events (shocks) on time-dependent survival expectations. The models estimated previously are useful when all of the covariates are fixed, but are cumbersome to estimate and interpret when one or more of these covariates vary over time (including the time-varying effects of a fixed covariate).

We introduce a simplifying assumption that preserves the idea that survival expectations mirror underlying mortality risks that are logistic, but that simultaneously enables us to assess the effects of time-dependent external shocks. We propose the following model:

$$
\begin{equation*}
S_{i x}(t, x+k)=\left[S_{x}^{s}(x+k)\right]^{g(Z i)} \tag{3}
\end{equation*}
$$

where $S_{i x}(t, x+k)$ is the expected conditional probability of surviving from age $x$ to age $x+k$ elicited at time $t$ by individual $i$ who is endowed with a vector of relevant individual characteristics $Z_{i}$. This is the standard expression for the survival function of a proportional hazard model where the standard is unknown, and can either be neglected (Cox models) or estimated directly (parametric hazard models). The function $S_{x}^{s}(x+k)$ is a standard (reference) survival function, and $g($.$) is a$ function that translates the vector of characteristics $Z_{i}$ into changes in the mortality risks underlying the survival function. We choose as a standard the logistic survival function estimated from the initial HRS cohort in 1992, assume that $g($.$) is a linear$ function, and take logs on both sides to obtain

$$
\begin{equation*}
\ln \left(-\ln \left(S_{i x}(t, x+k)\right)=\beta Z_{i}+\ln \left(\ln S_{x}^{s}(x+k)\right)\right. \tag{4}
\end{equation*}
$$

We choose to identify the standard ex ante based on the assumption that we already have sufficient information (contained in the standard) to capture the role of aging alone in the formation of survival expectations. What this information leaves out is precisely what we are interested in: namely, the effects on the levels of expected mortality produced by exogenous health shocks. These effects will be reflected as shifts in estimates of the beta coefficient.

A few caveats are in order. First, a covariate with a positive effect in these models shifts mortality risks upward, and flattens the survival curve. Second, if the model is correct, then the estimate of the slope relative to the double log of the standard survival function should be one. Departures of the slope of the regression line from unity suggest either non-proportional hazards or shifts in the standard mortality patterns embedded in survival expectations. In either case, we can use departures
from one as a measure of the realism or the suitability of the model. Third, because we need to have full information about the events unfolding over a long period of time, we focus only on the original 1992 HRS cohort, and follow the trajectory of individual responses regarding wave-specific subjective survival. Finally, the vector $Z$ contains control variables (education, gender, race, smoking, and obesity status) and a time-dependent dummy variable that flags whether the individual experiences a health shock in the preceding interwave periods. ${ }^{16}$ For simplicity, we only use a one-wave lag specification; e.g., the survival expectations formed at period $t$ depend on health events that occurred in the interwave period immediately preceding $t$.

Table 11 shows the most important results. First, the estimate of the slope coefficient is slightly larger than one. This implies that the individuals may be using a mortality pattern that rises more steeply with age than the standard logistic we adopt here. Second, the interwave individual health shocks have effects that are properly signed, are statistically significant, and are quite large. Indeed, an estimated effect of 0.34 in Table 11 translates into a decrease in life expectancy at age 50 of about 1.5 years: that is, individuals who experienced at least one health shock in the preceding interwave period adjusted their mortality expectations by adopting a survival function that implies 1.5 fewer years in residual life expectancy at age 50 . Note that these are lower bound effects, since (a) they do not take into account the possibility that a particular health shock could have effects spread across a number of time periods, and not just one; and (b) we do not distinguish between types of health shocks, and therefore assume that their effects are homogeneous, which is a somewhat unrealistic assumption.

Finally, obesity and smoking behave as would be expected: obese individuals and particularly smokers adjusted their survival expectations downward upon experiencing a health shock (the interaction effects of smoking and health shock are positive and significant) to a greater extent than their non-obese or non-smoking peers.

## 6 Discussion

We highlight two sets of findings, substantive and methodological. The substantive findings can be summarized as follows:

1. The subjective probabilities are quite close to the estimates in the actual life tables, and they preserve the basic observed differentials across subgroups.
2. Whites are more "pessimistic" (their expected survival underestimates observed survival) than blacks, and women are more pessimistic than men.

[^38]3. There is a large but unexplained difference between individuals in the oldest and in the youngest age groups, as those in the former group underestimate their survival chances more than those in the latter group.
4. There is a surprising and unexplained contrast between the original and the more recent cohorts in the HRS (1992 versus 2004). This contrast does not vanish after controlling for important covariates.
5. The objective, observed differentials between smokers and non-smokers, obese and non-obese individuals, and highly educated and less educated individuals are reflected very well in the subjective expectations of survival.
6. There are very large updating effects that become stronger among individuals exposed to higher risks.

By and large, our results are in agreement with those of the recent literature (Roebuck Bulanda and Zhang 2009; Irby-Shasanmi 2013; Zick et al. 2014). Our model fits as well or better than previous models (Hudomiet and Willis 2012; Ludwig and Zimper 2013); and, in contrast to other studies (Elder 2013), we find that subjective forecasts perform quite well, especially when applied to small subpopulations characterized by particular behaviors (smoking) or traits (obesity, education). Finally, we find that younger individuals tend to be more optimistic that older individuals, and that these differences are not attributable to changes in objective health status.

There are three methodological results of note. First, analyses of subjective expectations should not include inconsistent responses, since they lead to flawed estimates. Although the study of inconsistent responses is a legitimate activity on its own, including these responses in analyses involving comparisons with observed survival will lead the research astray. This note of caution applies to studies that utilize multiple subjective expectations, which usually refer to different ages, as if they were unrelated to each other. Indeed, we believe that findings such as those of Elder (2013) and Hammermesch (1985), which show that there is a "tendency of individuals to understate the likelihood of living to relatively young ages while overstating the likelihood of living to ages beyond 80" (Elder 2013), are artifacts of the data that the exclusion of inconsistent responses would eliminate.

Second, the same note of caution is not applicable to focal responses, since they do not have a large influence on the results. This is demonstrated by our finding that alternative treatments lead to similar results, at least in the HRS and with the class of models we estimated.

Third, we recommend the use of relational models to estimate the effects of multiple covariates. A relational model approach allows for crisp interpretations; can be estimated very easily; offers a platform for rigorous comparisons across disparate datasets; and, finally, provides additional tools for verifying the plausibility and fit of the model to the data.

There is still much work to be done in this area. There are, for example, a host of unexplored relationships involving subjective survival expectations and strategic behaviors like savings, retirement, bequests, exposure to risks, and compliance with
medical treatment; all of which could influence policies and programmatic health agendas. For example, why do individuals use subjective survival expectations to make decisions about bequests, labor force participation, and retirement? What is the ripple effect of an exogenous health shock on expectations? Does updating actually translate into behavioral changes, such as adopting a new diet or engaging in more exercise? How do individuals parse information about advances in medical technologies and new discoveries, and how is this information incorporated into their survival expectations? For example, could optimism regarding possible advances in screening and therapies lead individuals to abandon vigilant behavior to such an extent that potential mortality improvements are undermined? Ultimately, if subjective expectations accurately reflect objective mortality conditions, they could be used as complementary indicators when studying SES differentials. The advantage of using this approach is that the data on subjective expectations provide much more detail than is available from the standard sources that are routinely used for the study of mortality differentials.

Finally, understanding the process of the formation of subjective survival expectations could shed light on health and mortality differentials across societies and cultures. Group differentials in the mechanisms that shape individual expectations about mortality risks may tell us a great deal about the pathways that lead to the production of objective heath and mortality differentials.
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## Appendix: Relations between logistic survival function, hazard functions and residual life expectancies

The expressions for the logistic unconditional probability of surviving to age $x$ and instantaneous mortality rate at age $x$ are

$$
\begin{aligned}
& S(x)=1 /(1+\exp (x-\tau) / \sigma) \\
& \mu(x)=(1 / \sigma)(1-S(x))
\end{aligned}
$$

The derivative of the mortality function with respect to $\tau$ is $\partial \mu(x) / \partial \tau=$ $-\left(1 / \sigma^{2}\right) S(x)(1-S(x))^{2}$. We choose an ancillary parameter equal to six, estimate the mortality rate at age 70 (approximately the middle of the range experienced by the original HRS cohort, $\mu(70)$ to be between 0.033 and 0.038 , and assign $S(70)$ a value close to that experienced in the U.S. in the year 2000 (between 0.75 and 0.82). We can then approximate the value of the derivative at around 0.0062 . Computing the life expectancy at age 50 (the earliest age at which the original cohort was observed) and relating this to changes in $S(70)$ and $\mu(70)$ leads to the following relationship: a change of about 0.010 in mortality above age 50 to a change of about 2.31 years of residual life expectancy at age 50 .

Figure A.1:
Subjective survival to age 75. Focal responses (0, 50, and 100): Percentages by gender and race - HRS 2004


Figure A.2:
Subjective survival to age 80. Focal responses (0, 50, and 100): Percentages by gender and race - HRS 2004


Figure A.3:
Subjective survival to ages 75 and 80. Focal responses (0, 50, and 100): Inconsistent responses percentages by gender and race - HRS 2004

Table A.1:
HRS 1992 - Non-linear regression models: Survival functions - Restricted sample (consistent responses only, excluding focal responses $\mathbf{5 0 \%}$ )

Note: Estimates of the level and shape parameters of the Gompertz and logistic functions. Consistent responses are those that satisfy $\mathrm{P}(75)>\mathrm{P}(85)$. ${ }^{\text {a }}$ Estimated from the life table constructed from the observed deaths and exposures in the HRS follow-up.
${ }^{\mathrm{b}} \mathrm{T}$ : Target age (75 and 85). Estimated using the NLS fitting of the subjective conditional survival expectations $S_{x}(75)$ and $S_{x}(85)$.
${ }^{\mathrm{c}}$ Robust standard errors adjusted for clusters of respondents.
${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).
Table A.2: responses $50 \%$ )

|  | Weibull |  |  |  | Log-Logistic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  |
|  | Constant (SE) | Slope (SE) | Constant (SE) ${ }^{\text {c }}$ | Slope (SE) ${ }^{\text {c }}$ | Constant (SE) | slope (SE) | Constant (SE) ${ }^{\text {c }}$ | slope (SE) ${ }^{\text {c }}$ |
| Whites |  |  |  |  |  |  |  |  |
| Males | 3.54E-15*** | 7.81*** | $5.08 \mathrm{E}-20$ | $10.72^{* * *}$ | $0.01{ }^{* * *}$ | 9.60*** | $0.01{ }^{* * *}$ | 9.98*** |
| $N=1542$ | (8.13E-16) | (0.01) | (4.63E-20) | (0.21) | (5.44E-05) | (0.27) | (3.93E-05) | (0.21) |
| $\mathbf{R}^{2}$ | 0.99 |  | 0.45 |  | 0.99 |  | 0.77 |  |
| Females | $1.65 \mathrm{E}-15^{\dagger}$ | 7.79*** | 8.63E-22 | 11.63*** | $0.01{ }^{* * *}$ | 9.66*** | $0.01{ }^{* *}$ | 9.93*** |
| $N=1643$ | (7.94E-16) | (0.03) | (8.37E-22) | (0.22) | (1.09E-04) | (0.45) | (3.67E-05) | (0.21) |
| $\mathbf{R}^{2}$ | 0996 |  | 0.41 |  | 0.99 | 9 | 0.80 |  |
| Blacks |  |  |  |  |  |  |  |  |
| Males | 2.53E-14*** | 7.63*** | 8.96E-23 | 12.20 *** | $0.01^{* * *}$ | 9.62*** | $0.01{ }^{* * *}$ | $10.99^{* * *}$ |
| $N=208$ | (4.71E-15) | (0.02) | (2.61E-22) | (0.67) | (5.18E-05) | (0.37) | (9.80E-05) | (0.69) |
| $\mathbf{R}^{2}$ | 0.998 |  | 0.46 |  | 0.99 | 4 | 0.77 |  |
| Females | 1.76E-14** | $7.56{ }^{* * *}$ | $1.78 \mathrm{E}-20$ | $10.94{ }^{* * *}$ | $0.01^{* * *}$ | 8.46*** | $0.01^{* * *}$ | $9.54^{* * *}$ |
| $N=306$ | (4.59E-15) | (0.03) | (4.46E-20) | (0.58) | (1.49E-04) | (0.58) | (9.09E-05) | (0.55) |
| $\mathbf{R}^{2}$ | 0.9994 |  | 0.4233 |  | 0.9995 |  | 0.7883 |  |

[^39]Table A.3:
responses $\mathbf{0 \%}$ and $\mathbf{1 0 0 \%}$ but including $\mathbf{5 0 \%}$ )
HRS 1992 - Non-linear regression models: Survival functions - Restricted sample (consistent responses only, excluding focal ( Gompertz

|  | Gompertz |  |  |  | Logistic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  |
|  | Constant (SE) | Slope (SE) | Constant (SE) ${ }^{\text {c }}$ | Slope (SE) ${ }^{\text {c }}$ | Constan | slope (SE) | Constant | slope (SE) ${ }^{\text {c }}$ |
| Whites |  |  |  |  |  |  |  |  |
| Males | $3.57 \mathrm{E}-06 *$ | 0.12*** | 4.15E-06*** | $0.13{ }^{* * *}$ | 82.66*** | 7.49*** | 78. $60^{* * *}$ | 7.96*** |
| $N=2572$ | (1.67E-06) | (0.01) | (6.91E-07) | (2.26E-03) | (0.71) | (0.41) | (0.18) | (0.12) |
| $\mathbf{R}^{2}$ | 0.9997 |  | 0.4635 |  | 0.9997 |  | 0.8230 |  |
| Females | 2.03E-06* | 0.13 *** | $2.59 \mathrm{E}-06^{* * *}$ | $0.14{ }^{* * *}$ | 85.79*** | 7.48*** | 80.09*** | 8.18*** |
| $N=2704$ | (9.35E-07) | (0.01) | (4.48E-07) | (2.35E-03) | (0.83) | (0.40) | (0.18) | (0.13) |
| $\mathbf{R}^{2}$ | 0.9999 |  | 0.4218 |  | 0.9999 |  | 0.8294 |  |
| Blacks |  |  |  |  |  |  |  |  |
| Males | 7.38E-06** | 0.12*** | 1.36E-06* | $0.15{ }^{* * *}$ | 76.17*** | 7.05*** | 79.50*** | 7.52*** |
| $N=338$ | $2.03 \mathrm{E}-06 *$ | (0.01) | (6.85E-07) | (0.01) | (0.30) | (0.27) | (0.47) | (0.35) |
| $\mathbf{R}^{2}$ | 0.9995 |  | 0.4523 |  | 0.9996 |  | 0.8075 |  |
| Females | $8.14 \mathrm{E}-06^{\dagger}$ | 0.11*** | 4.28E-06* | 0.13 *** | 84.04*** | $8.37^{* * *}$ | $79.56{ }^{* * *}$ | $8.55^{* *}$ |
| $N=483$ | (4.30E-06) | (0.01) | (1.90E-07) | (0.01) | (1.06) | (0.61) | (0.46) | (0.37) |
| $\mathbf{R}^{2}$ | 0.9995 |  | 0.4285 |  | 0.9996 |  | 0.8170 |  |

Note: Estimates of the level and shape parameters of the Gompertz and logistic functions. Consistent responses are those that satisfy $\mathrm{P}(75)>\mathrm{P}(85)$. ${ }^{\text {a }}$ Estimated from the life table constructed from the observed deaths and exposures in the HRS follow-up. ${ }^{2}$ Robust standard
${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).
Table A.4:
HRS 1992 - Non-linear regression models: Survival functions - Restricted sample (consistent responses only, excluding focal responses $\mathbf{0 \%}$ and $\mathbf{1 0 0 \%}$ but including $\mathbf{5 0 \%}$ )

|  | Weibull |  |  |  | Log-Logistic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  | Observed ${ }^{\text {a }}$ parameters |  | Subjective $^{\text {b }}$ parameters |  |
|  | Constant (SE) | Slope (SE) | Constant (SE) ${ }^{\text {c }}$ | Slope (SE) ${ }^{\text {c }}$ | Constant (SE) | slope (SE) | Constant (SE | slope (SE) ${ }^{\text {c }}$ |
| Whites |  |  |  |  |  |  |  |  |
| Males | $2.05 \mathrm{E}-14^{* *}$ | 7.44*** | $6.60 \mathrm{E}-20$ | 10.64*** | 0.01*** | 9.01*** | $0.01{ }^{* * *}$ | 10.24*** |
| $N=2572$ | (5.18E-15) | (0.04) | (4.78E-20) | (0.17) | (1.06E-04) | (0.43) | (2.62E-05) | (0.14) |
| $\mathbf{R}^{2}$ | 0.999 |  | 0.463 | 36 | 0.999 |  | 0.812 |  |
| Females | $2.47 \mathrm{E}-15^{* *}$ | 7.77*** | $1.17 \mathrm{E}-20$ | $11.02^{* * *}$ | 0.01*** | 9.09*** | 0.01*** | 9.98*** |
| $N=2704$ | (8.11E-16) | (0.02) | (8.87E-20) | (0.18) | (1.19E-04) | (0.43) | (2.56E-05) | (0.14) |
| $\mathbf{R}^{2}$ | 0.998 |  | 0.421 |  | 0.999 | 9 | 0.829 |  |
| Blacks |  |  |  |  |  |  |  |  |
| Males | $1.86 \mathrm{E}-14^{* * *}$ | 7.63*** | 3.93E-22 | 11.84*** | 0.01*** | 9.48*** | 0.01*** | 10.83 *** |
| $N=338$ | (2.90E-15) | (0.01) | (8.70E-22) | (0.52) | (5.44E-05) | (0.34) | (6.90E-05) | (0.47) |
| $\mathbf{R}^{2}$ | 0.9982 |  | 0.4524 |  | 0.9996 |  | 0.8076 |  |
| Females | $7.37 \mathrm{E}-14^{*}$ | 7.17*** | $8.44 \mathrm{E}-20$ | 10.57*** | $0.01^{* * *}$ | 8.06*** | $0.01^{* *}$ | 9.59*** |
| $N=483$ | (3.48E-14) | (0.09) | (1.65E-19) | (0.45) | (1.65E-04) | (0.54) | (6.49E-05) | (0.39) |
| $\mathbf{R}^{2}$ | 0.9996 |  | 0.4285 |  | 0.9997 |  | 0.8170 |  |

Note: Estimates of the level and shape parameters of the Weibull and log-logistic functions. Consistent responses are those that satisfy $\mathrm{P}(75)>\mathrm{P}(85)$. ${ }^{a}$ Estimated from the life table constructed from the observed deaths and exposures in the HRS follow-up.
${ }^{\mathrm{b}} \mathrm{T}$ : Target age ( 75 and 85 ). Estimated using the NLS fitting of the conditional subjective survival expectations $S_{x}(75)$ and $S_{x}(85)$.
${ }^{\mathrm{c}}$ Robust standard errors adjusted for clusters of respondents.
$\mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).
Table A.5:
HRS 1992 - Non-linear regression models: Survival functions - Restricted sample (consistent responses only, excluding focal responses $\mathbf{0 \%}, \mathbf{5 0 \%}$, and $\mathbf{1 0 0 \%}$ )

|  | Gompertz |  |  |  | Logistic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Observed ${ }^{\text {a }}$ parameters |  | Subjective $^{\text {b }}$ parameters |  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  |
|  | Constant (SE) | Slope (SE) | Constant (SE) ${ }^{\text {c }}$ | Slope (SE) ${ }^{\text {c }}$ | Constant (SE) | slope (SE) | Constant | (SE) ${ }^{\text {c }}$ slope (SE) ${ }^{\text {c }}$ |
| Whites |  |  |  |  |  |  |  |  |
| Males | 2.46E-06* | 0.13*** | 4.15E-06*** | 0.13*** | 82.10*** | 7.14*** | 78.94*** | 8.18*** |
| $N=1542$ | (9.11E-07) | (0.01) | (8.83E-07) | (2.84E-03) | (0.49) | (0.29) | (0.27) | (0.18) |
| $\mathbf{R}^{2}$ | 0.99 |  | 0.45 | 56 | 0.99 |  |  | 0.7770 |
| Females | $9.00 \mathrm{E}-07^{\dagger}$ | $0.14{ }^{* * *}$ | $1.46 \mathrm{E}-06^{* * *}$ | $0.14{ }^{* * *}$ | 83.89*** | $6.71{ }^{* * *}$ | $80.91^{* * *}$ | 8.22*** |
| $N=1643$ | (5.09E-07) | (0.01) | (3.31E-07) | (3.01E-03) | (0.77) | (0.40) | (0.25) | (0.19) |
| $\mathbf{R}^{2}$ | 0.99 |  | 0.41 |  | 0.99 |  |  | 0.8041 |
| Blacks |  |  |  |  |  |  |  |  |
| Males | 1.86E-05** | 0.11*** | $1.07 \mathrm{E}-06$ | $0.15^{* * *}$ | 73.82*** | 7.39*** | 79.85*** | 7.41*** |
| $N=208$ | (6.37E-06) | (0.01) | (7.18E-07) | (0.01) | (0.32) | (0.33) | (0.66) | (0.50) |
| $\mathbf{R}^{2}$ | 0.998 |  | 0.46 |  | 0.99 |  |  | 0.7716 |
| Females | $1.26 \mathrm{E}-05$ | $0.11^{* * *}$ | $3.12 \mathrm{E}-06^{\dagger}$ | 0.13 *** | $82.79 * * *$ | $8.56{ }^{* * *}$ | $80.21^{* * *}$ | $8.60^{* * *}$ |
| $N=306$ | (8.23E-06) | (0.01) | (1.81E-06) | (0.01) | (1.27) | (0.81) | (0.65) | (0.54) |
| $\mathbf{R}^{2}$ | 0.99 |  | 0.42 |  | 0.999 |  |  | 0.7883 |

Note: Estimates of the level and shape parameters of the Gompertz and logistic functions. Consistent responses are those that satisfy $\mathrm{P}(75)>\mathrm{P}(85)$. ${ }^{a}$ Estimated from the life table constructed from the observed deaths and exposures in the HRS follow-up.
${ }^{\mathrm{b}} \mathrm{T}$ : Target age (75 and 85). Estimated using the NLS fitting of the conditional subjective survival expectations $S_{x}(75)$ and $S_{x}(85)$.
${ }^{\mathrm{c}}$ Robust standard errors adjusted for clusters of respondents.
${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).
Table A.6:
HRS 1992 - Non-linear regression models: Survival functions - Restricted sample (consistent responses only, excluding focal responses $\mathbf{0 \%}, \mathbf{5 0 \%}$, and $\mathbf{1 0 0 \%}$ )

|  | Weibull |  |  |  | Log-Logistic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  | Observed ${ }^{\text {a }}$ parameters |  | Subjective ${ }^{\text {b }}$ parameters |  |
|  | Constant (SE) | Slope (SE) | Constant (SE) ${ }^{\text {c }}$ | Slope (SE) ${ }^{\text {c }}$ | Constant (SE) | slope (SE) | Constant (SE) ${ }^{\text {c }}$ | slope (SE) ${ }^{\text {c }}$ |
| Whites |  |  |  |  |  |  |  |  |
| Males | $1.72 \mathrm{E}-13$ | 6.91*** | $5.08 \mathrm{E}-20$ | $10.72^{* * *}$ | $0.01{ }^{* *}$ | 9.49*** | 0.01*** | 9.98*** |
| $N=1542$ | (1.07E-13) | (0.14) | (4.63E-20) | (0.21) | (6.97E-05) | (0.31) | (3.93E-05) | (0.21) |
| $\mathbf{R}^{2}$ | 0.999 |  | 0.455 |  | 0.99 |  | 0.777 |  |
| Females | $2.28 \mathrm{E}-14^{\dagger}$ | 7.27*** | 8.63E-22 | $11.63^{* * *}$ | $0.01{ }^{* *}$ | $10.21^{* * *}$ | $0.01{ }^{* *}$ | 9.93*** |
| $N=1643$ | (1.16E-14) | (0.09) | (8.37E-22) | (0.22) | (1.17E-04) | (0.54) | (3.67E-05) | (0.21) |
| $\mathbf{R}^{2}$ | 0.998 |  | 0.410 |  | 0.99 |  | 0.804 |  |
| Blacks |  |  |  |  |  |  |  |  |
| Males | 7.35E-14*** | 7.41*** | 8.96E-23 | 12.20*** | 0.01*** | 8.95*** | $0.01{ }^{* * *}$ | 10.99*** |
| $N=208$ | (1.36E-14) | (0.03) | (2.61E-22) | (0.67) | (5.83E-05) | (0.36) | (9.80E-05) | (0.69) |
| $\mathbf{R}^{2}$ | 0.999 |  | 0.462 |  | 0.999 | 2 | 0.771 |  |
| Females | $2.49 \mathrm{E}-13$ | 6.91*** | $1.78 \mathrm{E}-20$ | $10.94 * *$ | $0.01^{* * *}$ | 7.93*** | $0.01^{* * *}$ | 9.54*** |
| $N=306$ | (2.81E-13) | (0.26) | (4.46E-20) | (0.58) | (2.04E-04) | (0.69) | (9.09E-05) | (0.55) |
| $\mathbf{R}^{2}$ | 0.9992 |  | 0.4233 |  | 0.9993 |  | 0.7883 |  |

Note: Estimates of the level and shape parameters of the Gompertz and logistic functions. Consistent responses are those that satisfy $\mathrm{P}(75)>\mathrm{P}(85)$. ${ }^{\text {a }}$ Estimated from the life table constructed from the observed deaths and exposures in the HRS follow-up.
${ }^{\mathrm{b}} \mathrm{T}$ : Target age (75 and 85). Estimated using the NLS fitting of the conditional subjective survival expectations $S_{x}(75)$ and $S_{x}(85)$.
${ }^{\text {C }}$ Robust standard errors adjusted for clusters of respondents.
${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests)
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#### Abstract

We aim to determine the extent to which variables commonly used to describe health, well-being, and disability in old age vary primarily as a function of years lived (chronological age), years left (thanatological age), or as a function of both. We analyze data from the U.S. Health and Retirement Study to estimate chronological age and time-to-death patterns in 78 such variables. We describe results for the birth cohort 1915-1919 in the final 12 years of life. Our results show that most of the markers used to study well-being in old age vary along both the age and the time-to-death dimensions, but that some markers are exclusively a function of either time to death or chronological age, while other markers display different patterns in men and women.


## 1 Background

For an individual, age across the life course consists of two components: time since birth, or the chronological dimension of age; and time to death, or the thanatological dimension of age. In the aggregate, thanatological age is determined by the mortality rate schedule to which a birth cohort is subject until its extinction. Individuals do not know their thanatological age with certainty. To estimate this age, an expectation of

[^40]the lifespan ${ }^{1}$ is projected based on scenarios or extrapolations of how mortality rates might change over time. Using this approach, data classified by chronological age, like census population counts, can be reclassified into thanatological age (Brouard 1986).

Prospectively, decreasing mortality is equivalent to moving population into higher thanatological ages, thereby increasing remaining life expectancy (Sanderson and Scherbov 2005). In this case, the notion and the measure of future remaining lifespan is elastic, and is thus subject to uncertainty. In retrospect (after the death of a cohort), the thanatological age structure of a cohort at a given past point in time is a fixed characteristic. Since a closed birth cohort is akin to a stationary population, ${ }^{2}$ it may be tempting to assume that because the chronological and the thanatological age structures are symmetrical in stationary populations (Brouard 1989, Vaupel 2009, Villavicencio and Riffe 2016), the patterns of demographic characteristics within cohorts might demonstrate an analogous form of symmetry. This is not so; even in the case of stationary populations or extinct cohorts, the age profiles of other demographic characteristics in the population are decidedly different when viewed chronologically versus thanatologically. If the demographic characteristics in question are states, such as health states, it can be confirmed that for each cohort, the mean duration spent in each state is indeed identical, regardless of whether age is measured chronologically or thanatologically. The cohort expectancies are thus immune to age classification biases. However, distinct patterns emerge in period aggregates due to an interaction between lifespan variation and the age profiles of demographic characteristics.

Some life transitions, states, and changes in state intensities are almost exclusively a function of time to death. When we state that a characteristic is a function of either age perspective we do not imply that age causes the given characteristic to vary, but rather that a characteristic varies in some smooth, regular, or parsimonious way over age. There are other instances in which chronological age captures almost all pertinent variation. In cases in which a characteristic strongly varies as a function of time to death, the common practice of aggregation over chronological age may misrepresent time trends and misguide analyses about change over time and expectations for the future. The measurement of the end-of-life trajectories of characteristics is useful in such cases as a way of separating mortality patterns from patterns in the characteristics themselves. Characteristic measurements are taken while the respondent is alive, but as the thanatological age at each observation is unknown until the date of death is known, it is retrospectively

[^41]assigned. This final analytical step lends clarity to our understanding of how characteristics vary within and between lifespans.

Incorporating a time-to-death perspective in demographic studies is especially important when assessing the impact of "population aging." To the extent that the health, welfare, and social care demands of a population are functions of the thanatological rather than the chronological age structure, forecasts of the social and economic "costs" of aging that are based on chronological age profiles only are prone to bias (Stearns and Norton 2004).

Research exploring time-to-death patterns has been done in other domains, and the topics examined can be roughly categorized into two types: (1) phenomena that are a function of apparent or perceived time to death (Hamermesh 1985, Hurd and McGarry 1995, Carstensen 2006, Gan et al. 2004, Bìrò 2010, Salm 2010, van Solinge and Henkens 2010, Cocco and Gomes 2012, Payne et al. 2013, Balia 2013), and (2) phenomena that are a function of actual time to death (Miller 2001, Seshamani and Gray 2004, Werblow et al. 2007, Wolf et al. 2015, Stearns and Norton 2004). Research in the first category consists mainly of studies on cognitive transitions and economic or health behaviors, while research in the second category consists mainly of studies on health expenditure, except Wolf et al. (2015), who proposed a model to separate latent time-to-death trajectories of disability. A third branch of research relates the perceived and actual remaining life time (Perozek 2008, Delavande and Rohwedder 2011, Post and Hanewald 2012, Kutlu-Koc and Kalwij 2013). In this paper, we will expand the second group, focusing on a broad range of questions from 10 waves of the U.S. Health and Retirement Study (RAND 2013, HRS 2013).

We aim to understand the end-of-life age patterns of various dimensions of morbidity, as measured by a set of 78 characteristics and indices. To this end, we score the degree to which these characteristics vary in terms of thanatological age, chronological age, or both. In all, we define four different age and lifespan pattern families, which we use to classify the end-of-life prevalence of each characteristic tested. The pattern of variation exhibited by a given characteristic ought to determine how we measure, understand, and respond to the characteristic. We show that while in many cases chronological age ought to be used in conjunction with thanatological age in classifying patterns, chronological age often provides no information at all, and it may even obfuscate true temporal patterns.

Our analytical approach is retrospective rather than prospective, meaning that no life table assumptions are made in the measurement of thanatological age, and no censoring adjustments are necessary. Although more data are available for earlier and later cohorts, we report results only for the cohort born from 1915 to 1919. In the following section, we describe the methods in greater detail. We then demonstrate the four primary age patterns by way of example, and summarize all of the characteristics tested in terms of these four patterns. Finally, we discuss some implications and applications of this work.

## 2 Data and methods

All of the findings reported in this paper are based on data from the U.S. Health and Retirement Study (HRS). ${ }^{3}$ We use version M of the RAND edition of the data, which is conveniently merged across all 10 waves available as of 2013. These data are free to download, and all of the details of data processing and methods are made freely available in an open code repository. ${ }^{4}$

We restrict the sample to individuals who were born between 1900 and 1930 and who died between 1992 and 2011, which narrows the dataset to 37,051 interviews of 9,238 individuals. Of these interviews, 8,137 are from the 1,919 individuals of the 1915-1919 cohort who died. Observations from earlier and later cohorts are kept for the sake of adding information when fitting models to the data.

Underpinning this investigation are a series of demographic surfaces indicating the average prevalence of a given marker along chronological and thanatological time axes within a series of quinquennial birth cohorts. However, we focus only on the central 1915-1919 birth cohort. This visual tool is similar to but orthogonal to the familiar Lexis surface. Figure 1 orients the reader by providing the temporal coordinates we use. This diagram represents the various possible lifespans within a given birth cohort, with an arbitrary final age, $\omega$, of 110 . One's thanatological age at birth is equal to one's chronological age at death, such that both axes close out with $\omega$. Members of the birth cohort are born on the left side of the diagram, at chronological age zero and with an unknown $y$ coordinate (remaining lifetime) at the time of birth. Lifelines advance downward and to the right, whereby the downward direction indicates the approach to death, and the rightward direction represents both the progression of calendar years and chronological age. The blue arrow (B) indicates a hypothetical lifeline that will eventually expire at age 99, although this property is unknown until death. The present study contains only complete lifelines, such as that depicted in the color red (A) in Figure 1, which completes its lifespan at age 71. In this diagram, diagonal lines represent death cohorts (or lifespan cohorts), as opposed to the birth cohort diagonals found in the standard Lexis diagram.

We limit the current study to the 1915-1919 cohort due to the characteristics of the data source. In the HRS, enough observations are available from the 1915-1919 cohort to allow us to measure the patterns within the area outlined in green (C) in Figure 1. The left bound of this area is chronological age 72, and the diagonal right bound belongs to the completed lifespan of 95 . Since the HRS version used spans 20 calendar years (1992-2011), the theoretical upper bound of observation of thanatological age is 20 . However, because relatively few individuals in this sample are between thanatological ages 13 and 20 (i.e., individuals who entered the study

[^42]Figure 1:
Chronological age and thanatological age over the life course of a birth cohort

around 1992 and also died around 2011), we study only the thanatological ages that are less than or equal to 12 ; ergo, the final 12 years of life. As further waves are added to the HRS and the mortality linkage continues, the portion of the life course that may be studied in this way will expand.

The 1915-1919 birth cohort was exposed to the 1918 Spanish influenza epidemic as toddlers (1915-1917 cohorts), as infants (1917-1918 cohorts), and in-utero (1919 cohort). As there is evidence that this exposure manifested itself in various ways in later life (e.g., Almond 2006, Myrskylä et al. 2013), the reader may rightly question whether the results presented here are anomalous. However, the potential anomalous effects from this cohort are "smoothed-out" in our analysis, due both to the breadth of the cohort and to the nature of the statistical method we use to estimate aggregate patterns from individual observations. Specifically, loess smoothing borrows information from observations in earlier and later cohorts. Furthermore, we assume that at these ages other risk factors - some of which are cumulative over the life course - and senescence itself likely drive health patterns to
a much greater extent than early-life selection or late-life onsets of poor health due to the Spanish influenza. We also verified that the patterns for this cohort are not visually distinct from those found in earlier and later cohorts. More importantly, our goal here is not to describe the end-of-life experience of this particular birth cohort, but to add resolution to the measurement and description of aging and morbidity indicators, and to contribute to the practice of demography in general.

Age Thanatological age is calculated for each individual as the lag between the interview and the death dates expressed as decimal years. Chronological age is calculated as the lag between the birth and the interview dates in decimal years. Each individual is therefore assigned a chronological and thanatological age at each interview, along with measures of our variables of interest. Since we are interested in viewing characteristics over both chronological age and thanatological age simultaneously, we require observations spread over a wide range of combinations of thanatological and chronological age.

Version M of the RAND HRS dataset runs from 1992 to 2011, which means that each birth cohort is observed over a different range of ages. For example, the 19251929 cohort enters observation in 1992 at age 62 at the youngest, and achieves a maximum completed age of 85 by the end of 2011 . On the other end, the 1905-1909 enters the HRS in 1992 at age 82 at the youngest, and has a maximum completed lifespan of 105 by the last wave in 2011 , albeit with only a few observations at the upper extreme. Results for these and other birth cohorts are also obtained from these data, but portions of these surfaces are based on fewer data points (lifespans $>100$ ) or ages at which labor market exits appear to drive patterns at least as much as senescence (ages $<67$, approximately). We focus on the 1915-1919 cohort because the observation window for this cohort is centered on the chronological ages at which most deaths occur, and at which most recent mortality improvements in lowmortality countries have occurred; ${ }^{5}$ and because the HRS provides a good density and spread of data points over this window. The lower and upper age bounds vary for questions not available in the first, second, or final waves.

Characteristics We aim for a broad overview of the age variation across different dimensions of old-age disability and well-being. For this reason, we have selected a wide variety of questions from the HRS data. These questions can be roughly grouped into the following categories:

1. Activities of Daily Living (ADL): six items and two composite indices.
2. Instrumental Activities of Daily Living (IADL): seven items and two composite indices.

[^43]3. Health behaviors: five items.
4. Functional limitations: six items.
5. Chronic conditions: eight items and one composite index.
6. Cognitive function: 15 items and two composite indices.
7. Psychological well-being: nine items and one composite index.
8. Health care use: 14 items.

The specific variables included in our survey are found in the appendix tables following the same numbering scheme as above. In all, we summarize results from 78 individual and composite items. We exclude variables that were not asked continuously from at least wave 3 through wave 9 . Variables that were not available in the first or second wave have left age bounds at ages higher than 72, whereas items that were not asked in wave 10 have upper lifespan bounds that are below 95 .

Each survey question must be in a format suitable for numeric operations. This approach entails some compromises in data quality, since some coded responses are less directly quantifiable, and our translation of categorical or ordinal responses to numeric values was at times based on selected cut points. For example, respondents were asked if they felt depressed. We assigned a value of zero to "no" answers and a value of one to "yes" answers. As an example of ordinate recoding, self-reported health had the possible responses "excellent," "very good," "good," "fair," and "poor;" to which we assigned values of zero, zero, zero, one, and one, respectively. Thus, for this kind of variable, population means can be interpreted as prevalences.

Variables with compact or bounded numeric responses were rescaled to range from zero to one. Variables with no clear bounds or very large upper bounds, such as body mass index or number of hospital visits, were not rescaled. These rescalings are intended to simplify the visual interpretation of surfaces as a diagnostic, and they do not alter the quantitative summary measures we use later. Some response sets for particular questionnaire items changed between waves. In these cases, we attempted to assign numerical codes that were consistent over the transition. These recodes are imprecise, but they are good enough for the purposes of this study. In other words, the surfaces we present are not exact measurements, but are meant to provide impressions of how characteristics change over age. ${ }^{6}$

Weighting The population universe of the HRS and this study is the resident population of the United States. Therefore, person weights are needed in order to estimate population-level means. One difficulty that arises when using the HRS is that the institutionalized population is treated as a second target population. In all waves but 5 and 6 , there are no person-weights assigned to individuals living in institutions. We try to impute missing person-weights according to some simple assumptions. If the individual was assigned a weight in a previous wave, we carry

[^44]this weight over as a constant, unless there was also a non-zero weight in a future interview, in which case we assign the weight according to a within-individual linear pattern. Individuals and interviews that still have missing person-weights after this procedure are discarded from our study. Person-weights compensate for minor detectable attrition in the HRS (Kapteyn et al. 2006), which for our purposes may be considered unbiased. ${ }^{7}$

Loess smoothing Direct tabulations of the weighted data are legible if all of the birth cohorts are combined, but doing this distorts the results due to cohort composition bias. To overcome the birth cohort heterogeneity within surfaces, we use birth cohorts as a third time dimension. As tabulations within this threedimensional space are noisy, we enhance surface legibility by using a nonparametric local smoother. We specify a loess model of the given characteristic over chronological age, thanatological age, and quinquennial birth cohorts using all of the observations of since-deceased individuals from the 1900 through the 1934 birth cohorts. We fit the model using the loess() function in base R (Cleveland et al. 1992, R Core Team 2013) ${ }^{8}$ to the weighted individual-level data for each sex separately, and then predict a surface for the 1915-1919 birth cohort within the study area outlined in green (C) in Figure 1. Weighting is therefore explicit by person-weights, and implicit by point density within the three temporal dimensions. ${ }^{9}$

## 3 Results

We first present examples of four surfaces that exemplify the major ways in which characteristics tend to vary temporally over the lifespan within a birth cohort. These four major patterns of variation provide a way to categorize and understand markers

[^45]Figure 2:
Examples of characteristics that vary along the thanatological and chronological age axes


of aging. We summarize the results of our set of 78 characteristics by calculating Pearson correlation coefficients for each of these four axes, and display the results graphically, as well as in an appendix shaded table.

Figure 3:
Psychological problems (ever) by chronological age only. Males, 1915-1919 birth cohort. With 95\% confidence bands from loess fit


Four major surface axes In most situations, it is obvious to the eye whether a variable operates over thanatological age or over chronological age. There are, however, many instances in which both are at play, or the relationship is complex. We first present surfaces representing psychological problems for men (Figure 2(a)) and back pain for women (Figure 2(b)). These two surfaces are examples of thanatological and chronological characteristics, respectively.

From the direction of the contours on the surface in Figure 2(a), we conclude that the chances of ever having been diagnosed with psychological problems increases with the approach to death, and not with the advancing of chronological age, at least in the window of observation studied here. However, since the risk of death itself also increases according to an approximate exponential pattern at these same ages, aggregating individual results by chronological age produces an increasing pattern over age for this same characteristic (see Figure 3). In this case, the apparent chronological age pattern is due to an interaction between the thanatological pattern seen in Figure 2(a) and the age pattern of mortality itself. We argue that it is imprecise to consider chronological age a risk factor for characteristics that display such strong thanatological patterns, as an apparent chronological age pattern along said margin is a deceptive artifact. Instead, such characteristics appear to operate primarily as effects of the body shutting down, or possibly as a signal that, on average, death is not far off. Thus, these characteristics represent a demographic corroboration of substantive findings in the psychology literature (Carstensen 2006). Ceteris paribum, mortality itself ought to be a good proxy for characteristics that are

Figure 4:
Examples of characteristics that vary by lifespan only or by thanatological age within the lifespan
(a) Smoking (ever) by years lived (x axis) and years left (y axis). Females, 1915-1919 birth cohort. thanatological age

(b) Blood pressure by years lived ( x axis) and years left ( y axis). Males, 1915-1919 birth cohort. thanatological age

highly thanatological. Some of the characteristics studied here display patterns that are strongly thanatological.

Figure 2(b) tells the opposite story about back pain for women. Back pain is a function of chronological age, at least at the population level, until around chronological age 85 . This is the dominant way of thinking about most aspects
of the aging process. At these ages, back problems provide no information about remaining years of life. Of the characteristics included in this study, only current smoking, arthritis, and self-reports of current versus former memory exhibit such clear chronological patterns (for both men and women).

There are other informative patterns among the set of characteristics studied. These include characteristics that vary by lifespan, which display downward diagonal contours in surface plots. Characteristics that vary by lifespan appear to be constant within lifespans, and are often characteristics that determine lifespan. Having ever smoked displays such a pattern, as seen in Figure 4(a) for women of the 1915-1919 cohort. This pattern is also a corroboration of science and common sense: smoking kills eventually (at least in this range of lifespans). Other variables that display similar patterns in this window of the lifespan include lung disease among men (this is largely redundant with the former), dental visits in the previous two years among women, and diabetes among women. Sometimes such patterns combine in complex ways that are worthy of further study.

The fourth major pattern of contour variation runs perpendicular to lifelines. One characteristic that clearly displays this pattern is having ever been diagnosed with high blood pressure among men. This characteristic varies by lifespan, and by thanatological age within the lifespan for this window of study. In other words, individuals with longer lifespans display later onset but greater eventual odds of having been diagnosed with high blood pressure. Arithmetically, chronological age - thanatological age is the operative predictor of blood pressure. For example, for such characteristics, the condition of a 70-year-old with five remaining years of life may resemble that of an 80 -year-old with 15 remaining years of life. On their own, such characteristics are not very useful for predicting eventual lifespan. ${ }^{10}$ Some characteristics appear to follow this pattern, albeit with contour lines at angles less than $45^{\circ}$, which may suggest that thanatological morbidity prevalence is somehow proportional to length of life. We do not measure this possibility explicitly.

Summary of the results for all characteristics We produce surfaces such as those in Figures 2 and 4 for all 78 variables and each sex. We distill each of these surfaces into four Pearson correlation coefficients, each of which is designed to capture the variation along each of the four major patterns explained above. We call the four patterns thanatological age (T), chronological age (A), lifespan (A + T) $(\mathrm{L})$, and mixed $(\mathrm{A}-\mathrm{T})(\mathrm{M})$. Most of the characteristics are well-summarized by either one or two of these patterns. Figure 5 shows the correlation coefficients of all 78 variables binned into count histograms for each sex and major variation pattern separately. This view is meant to provide an impression of how common each major pattern of variation might be in commonly measured characteristics. This statistic

[^46]Figure 5:
Distribution of correlation coefficients for each of the four major patterns of variation, all 78 variables examined. L indicates lifespan variation (like Figure 4(a)), A indicates chronological age (like Figure 2(b)), $T$ indicates thanatological age (like Figure 2(a)), and $M$ indicates the mixed type variation (like Figure 4(b))

only captures the rough direction of variation in characteristics, and does not capture differences in levels or gradient steepness.

The first row of this panel shows that variation by lifespan is weak for most variables, and strong for only a few variables (having ever smoked, and having
visited a dentist for women). The second row shows that chronological age is indeed an important aspect of variation for many, but not all characteristics (e.g., having ever been diagnosed with psychological problems); and that chronological variation is often stronger among women than among men. The third row shows that thanatological age is an important pattern of variation for many variables: the lower tail is thinner than the tail of chronological age, and there are more cases of strong correlations ( $r>0.80$ ) in the direction of thanatological variation than of chronological variation. In the distributions over these variables, men tend to show stronger thanatological age patterns than women, and women tend to show stronger chronological age patterns than men. Finally, the most common pattern in these data are for characteristics to vary strongly as chronological age increases and as thanatological age decreases, M (especially for many ADLs, IADLs, functional limitations, and many variables of cognitive function). For women, this is very clearly the dominant pattern among the variables studied. For men, the pattern of variation between characteristics is similar to that of thanatological age. In most cases, for variables with strong patterns of variation in the M direction, there are also strong correlations in the A and/or T directions. Of these, M is most commonly paired with T. Characteristics that show strong correlations in both M and T display surfaces with contour lines slanted less than $45^{\circ}$. A more detailed table of the correlation results by variable, pattern, and sex is given in the appendix.

## 4 Discussion

The distribution of the tested characteristics with respect to the four primary patterns of variation is striking. Chronological age describes the prevalence patterns for many conditions quite well, but the time-to-death patterns are more prevalent among the measures tested. For measures that vary both with the increase in age and the approach to death, the approach to death tends to be the stronger of the two measures. Only a few characteristics vary by length of life, and their patterns are clear. The upshot, as illustrated by comparing Figures 2(a) and 3, is that representing morbidity or disability variables as chronological age patterns can in many or in most cases be misleading as a model of morbidity prevalence, and be biased as a basis for prediction.

These empirical findings must be tempered by noting that (1) the summary measure (correlation coefficient) used here blends out some information, (2) these results may not extrapolate to the set of all testable questions in the HRS, and (3) this relationship does not necessarily hold in other windows of the lifespan or for other birth cohorts. Comparable results for other five-year birth cohorts in the HRS (19051925) are given in the manuscript repository.

Furthermore, the patterns presented here are valid for the whole population (of a given sex) taken together, but if the target population was, for instance, broken down by causes of death, the patterns may change. For example, imagine hypothetically that the strong thanatological patterns shown in Figure 2 (psychological problems)
were driven by strong patterns within individuals who eventually died of suicide, but that other causes of death displayed entirely different patterns with respect to psychological problems. Such cases are easily imaginable for other characteristics and causes of death. At the time of this research, we did not have access to cause-of-death information from the HRS mortality follow-up. For detailed investigations of particular characteristics, cause-conditioning surfaces would clearly be useful in disentangling morbidity processes, both for the purposes of understanding these processes, and for making cause- and time-of-death predictions.

Research seeking to better document the multidimensional age variation of particular characteristics would benefit from more empirical evidence and further model development. Despite the limitations of this study, we have been able to demonstrate the complex variety of age and lifespan dimensions over which some key aspects of the aging process unfold. All of the indicators we tested are commonly used to describe population aging, and very few of them are exclusively a function of chronological age. If this finding is sustained in other cohorts and populations, and if other indicators that were untested here are also shown to display similar temporal complexity, we submit that the common discourse and debate on the nature and impacts of aging would be better informed through the inclusion of more judicious measurements and descriptions framed in terms of thanatological as well as chronological age. This approach would contribute to the scientific understanding of health and disability processes, and would improve the actuarial accuracy of morbidity projections and of any policies that rely on accurate morbidity projections.

The claim that accounting for time-to-death in predictions of health care expenditure reduces bias has already been established in the health economics literature (e.g., Stearns and Norton 2004). A common finding in health care expenditure predictions is that in times of mortality improvements, predictions based on chronological age patterns of health care expenditure (Sullivan-style predictions (Sullivan 1971)) tend to overestimate total expenditure (e.g., Geue et al. 2014). Since the patterns of variation among the morbidity dimensions we study are similar to those of health care expenditure over chronological age and time-todeath, we here infer that Sullivan-style predictions of morbidity are biased in the same direction. ${ }^{11}$ The consequences of overestimating future morbidity prevalence are complex and varied, ranging from budget misallocations, to poor design of social health care systems for the elderly, to lowered expectations regarding the benefits of lengthening life.

We hope that the conceptual model of the life course presented here, which complements the Lexis diagram, will be of use to demographers, public health researchers, and epidemiologists. Other combinations of lifespan time dimensions are also possible, and these would highlight different patterns in the data (Riffe et al. 2017). Given the variety and the availability of such options - which

[^47]are perhaps now placed in starker relief - a more nuanced understanding of the temporal accounting that relates demographic time perspectives is needed. Further exploration and experimentation with these formal demographic concepts will lead to the development of a more precise toolkit for demographic measurement and the practice of demography, and, ultimately, to more astute contributions to the discourse on population aging.

We suggest a selection of extensions to the exploration carried out here. The present type of analysis must be replicated for more cohorts and populations. A few countries with long-running and fully linked population registers already preside over such information, and we encourage using such data to engage in a more thorough exploration of the temporal richness of population change and population characteristics. The administrators of large-scale panel studies may be motivated to implement, increase, or improve the quality of mortality follow-up modules. Information on the full age dimensions of health outcomes will be valuable. The good news is that many unlinked panel studies may be retrospectively linked to death registers.

If compared over calendar time, demographic work such as this will provide a more precise answer to the question of morbidity compression. Given the chronological-age ruse exemplified in the case of psychological problems (see Figures 3 versus 2(a)), it is safe to say that unless retrospective thanatological measurements of morbidity dimensions are undertaken, we will not have direct information about the shape of the morbidity burden in the final years of life. Using the techniques shown here, researchers may directly estimate the varieties of end-oflife profiles often seen in the literature on morbidity compression (e.g., Fries et al. 2011).

There are also consequences for the popular understanding of aging. By using analyses oriented toward the life course diagram, health care providers can better situate the association of certain health outcomes within stages of the aging process. This is both a question of the allocation of resources and a question of how individuals conceive of themselves with respect to age. We therefore add to the chorus of researchers working to change the measurement of age to reflect the changing experience of age (see, e.g., Sanderson and Scherbov 2013).

The life course surfaces underlying this study highlight important sex differences in the aggregate onset and the trajectory of some aspects of morbidity. Some of these results may corroborate extant findings, such as results on the male-female healthsurvival paradox, while others may provide us with a new understanding of sexual dimorphism in morbidity. Specifically, it has been shown that women live longer, but in worse health than men (e.g., Case and Paxson 2005), and that this pattern is consistent with evidence indicating that health patterns vary chronologically more among females than among males. In general, these methods and measurements can be used to describe any between-group disparity in demographic or social outcomes, especially those that directly or indirectly relate to remaining years of life. Numerous other avenues of potential investigation may also be devised from
the present work. It is our hope that these results are strongly suggestive, and help to orient future investigation.
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## Appendix: Variables and correlations

For the tables displayed in this appendix we use a shorthand to identify axis types. T indicates the correlation coefficient along the thanatological age axis. A indicates the chronological age axis. $L$ indicates the lifespan axis (right-downward slanting isolines), which is the least common in these data. M indicates the mixed axis, or the upward-right slanting isolines, which is the most common type in these data. The code used to generate these and all other results, including the results for all fiveyear cohorts from 1905-1925 and different degrees of smoothing, is freely available from the repository. The repository also contains a csv of these summary results. https://github.com/timriffe/ThanoEmpirical.

Results are grouped by several major morbidity categories and presented in heatmap tables. In these tables, darker shades of gray indicate higher correlations (black $=1$ ), and lighter shades of gray indicate low correlations (white $=0$ ). Numbers inside the cells indicate the rounded Pearson's correlation coefficient $\times$ 100 , and can be interpreted as percents.

Finally, it bears noting that these values say nothing about prevalence levels. They are only intended to serve as rough gauges of the direction of variation in characteristics.
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Table A.1:
Activities of Daily Living (ADL)

| Short | Description | Females |  |  |  | Males |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | L | A | T | M | L | A | T | M |
| ADL3 | ADL 3 point | 25 | 80 | 80 | 96 | 9 | 67 | 84 | 89 |
| ADL5 | ADL 5 point | 23 | 79 | 81 | 97 | 5 | 65 | 87 | 89 |
| WALK | Difficulty walking across room | 16 | 73 | 83 | 93 | 6 | 53 | 86 | 80 |
| DRESS | Difficulty dressing | 18 | 75 | 82 | 94 | 8 | 66 | 85 | 89 |
| BATH | Difficulty bathing or showering | 17 | 73 | 81 | 94 | 7 | 59 | 83 | 82 |
| EAT | Difficulty eating | 19 | 70 | 72 | 91 | 15 | 65 | 79 | 85 |
| BED | Difficulty getting in/out bed | 14 | 71 | 82 | 93 | 8 | 59 | 80 | 80 |
| TOILET | Difficulty using toilet | 31 | 81 | 73 | 94 | 0 | 51 | 81 | 78 |

Table A.2:
Instrumental Activities of Daily Living (IADL)

| Short | Description | Females |  |  |  | Males |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | L | A | T | M | L | A | T | M |
| IADL3 | IADL 3 point | 28 | 82 | 78 | 97 | 6 | 66 | 88 | 91 |
| IADL5 | IADL 5 point | 14 | 74 | 87 | 96 | 7 | 68 | 89 | 92 |
| WORK | Health limits work | 25 | 36 | 98 | 73 | 6 | 53 | 93 | 84 |
| MAP | Difficulty using maps | 24 | 77 | 78 | 94 | 13 | 67 | 80 | 88 |
| TEL | Difficulty using telephone | 33 | 83 | 68 | 96 | 20 | 75 | 78 | 95 |
| MONEY | Difficulty managing money | 21 | 76 | 81 | 95 | 1 | 56 | 90 | 84 |
| MEDS | Difficulty taking medications | 24 | 75 | 77 | 95 | 3 | 45 | 94 | 73 |
| SHOP | Difficulty grocery shopping | 2 | 65 | 91 | 91 | 8 | 54 | 91 | 84 |
| MEALS | Difficulty prep. hot meals | 20 | 76 | 82 | 95 | 6 | 60 | 88 | 85 |

Table A.3:
Health behaviors

| Short | Description | Females |  |  |  | Males |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | L | A | T | M | L | A | T | M |
| ALCEV | Alcohol, ever-drinker | 40 | 79 | 62 | 88 | 8 | 41 | 78 | 68 |
| ALCDAYS | Drinking days / week | 10 | 48 | 77 | 72 | 18 | 40 | 77 | 67 |
| ALCDRINKS | Nr drinks per drinking day | 28 | 84 | 75 | 96 | 18 | 49 | 89 | 80 |
| SMOKEEV | Ever-smoker | 98 | 81 | 27 | 48 | 87 | 68 | 30 | 37 |
| SMOKECUR | Current-smoker | 83 | 93 | 16 | 77 | 91 | 86 | 10 | 54 |

Table A.4:
Functional limitations

| Short | Description | Females |  |  |  | Males |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | L | A | T | M | L | A | T | M |
| BMI | Body mass index | 34 | 79 | 72 | 93 | 4 | 54 | 91 | 83 |
| BACK | Back problems | 56 | 91 | 43 | 82 | 79 | 92 | 17 | 74 |
| MOB | Mobility difficulty index | 16 | 76 | 86 | 97 | 1 | 64 | 92 | 92 |
| LGMUS | Large muscle difficulty index | 32 | 85 | 77 | 99 | 11 | 72 | 88 | 95 |
| GROSSMOT | Gross motor difficulty index | 10 | 71 | 88 | 94 | 5 | 65 | 87 | 89 |
| FINEMOT | Fine motor difficulty index | 22 | 78 | 81 | 96 | 14 | 70 | 81 | 90 |

Table A.5:
Chronic conditions

| Short | Description | Females |  |  |  | Males |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | L | A | T | M | L | A | T | M |
| CC | Number of chronic conditions | 34 | 82 | 77 | 98 | 7 | 53 | 95 | 84 |
| BP | High blood pressure, ever | 14 | 67 | 84 | 89 | 37 | 84 | 75 | 98 |
| DIAB | Diabetes, ever | 72 | 22 | 80 | 21 | 69 | 28 | 65 | 10 |
| CANCER | Cancer, ever | 29 | 31 | 96 | 68 | 17 | 41 | 93 | 75 |
| LUNG | Lung disease | 62 | 7 | 88 | 36 | 90 | 50 | 65 | 7 |
| HEART | Heart problems, ever | 26 | 78 | 82 | 97 | 23 | 37 | 96 | 73 |
| STROKE | Stroke, ever | 46 | 90 | 69 | 99 | 9 | 51 | 95 | 82 |
| PSYCH | Psychological problems, ever | 33 | 77 | 69 | 88 | 24 | 37 | 96 | 72 |
| ARTH | Arthritis, ever | 75 | 92 | 28 | 82 | 69 | 91 | 33 | 84 |

Table A.6:
Cognitive function

| Short | Description | Females |  |  |  | Males |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | L | A | T | M | L | A | T | M |
| SRM | Self-rated memory | 51 | 92 | 65 | 99 | 60 | 70 | 16 | 60 |
| PASTMEM | Memory compared to past | 61 | 87 | 41 | 85 | 71 | 94 | 36 | 87 |
| SS | Serial 7s | 1 | 64 | 92 | 91 | 7 | 48 | 60 | 65 |
| C20B | Backwards counting | 35 | 81 | 66 | 90 | 30 | 79 | 72 | 93 |
| NAMEMO | Naming month | 33 | 80 | 67 | 90 | 2 | 49 | 72 | 70 |
| NAMEDMO | Naming day of month | 24 | 78 | 78 | 94 | 21 | 75 | 78 | 92 |
| NAMEYR | Naming year | 44 | 88 | 64 | 95 | 19 | 74 | 80 | 93 |
| NAMEDWK | Naming day of week | 16 | 72 | 80 | 91 | 20 | 70 | 73 | 86 |
| NAMESCI | Naming scissors | 50 | 87 | 53 | 88 | 12 | 42 | 78 | 69 |
| NAMECAC | Naming cactus | 39 | 86 | 68 | 95 | 56 | 86 | 45 | 84 |
| NAMEPRES | Naming president | 17 | 74 | 82 | 93 | 59 | 3 | 81 | 37 |
| NAMEVP | Naming vice president | 1 | 52 | 74 | 74 | 4 | 58 | 79 | 81 |
| VOCAB | Vocabulary score | 40 | 10 | 67 | 42 | 51 | 13 | 85 | 53 |
| TM | Mental status summary | 19 | 76 | 83 | 96 | 10 | 66 | 81 | 87 |
| DWR | Delayed word recall | 4 | 59 | 87 | 85 | 19 | 71 | 82 | 92 |
| TWR | Total word recall | 19 | 71 | 82 | 92 | 27 | 76 | 77 | 93 |
| IWR | Delayed word recall | 33 | 80 | 76 | 96 | 35 | 80 | 71 | 93 |

Table A.7:
Psychological well-being

| Short | Description | Females |  |  |  | Males |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | L | A | T | M | L | A | T | M |
| CESD | Depression score | 44 | 19 | 91 | 58 | 22 | 43 | 95 | 78 |
| SRH | Self-reported health | 42 | 14 | 90 | 53 | 29 | 33 | 98 | 70 |
| DEPR | Felt depressed | 55 | 19 | 58 | 13 | 58 | 4 | 86 | 38 |
| SLEEP | Sleep restless | 45 | 4 | 65 | 28 | 55 | 3 | 91 | 45 |
| HAPPY | Was happy | 33 | 15 | 76 | 47 | 15 | 60 | 72 | 78 |
| LONE | Felt lonely | 32 | 64 | 50 | 71 | 7 | 64 | 90 | 90 |
| SAD | Felt sad | 69 | 39 | 47 | 7 | 22 | 35 | 91 | 69 |
| GOING | Could not get going | 70 | 15 | 87 | 30 | 22 | 36 | 92 | 70 |
| ENJOY | Enjoyed life | 13 | 40 | 85 | 70 | 42 | 85 | 67 | 95 |

Table A.8:
Health care use ( 24 months)

| Short | Description | Females |  |  |  | Males |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | L | A | T | M | L | A | T | M |
| HOSP | Overnight hospital | 26 | 73 | 75 | 90 | 11 | 60 | 77 | 81 |
| HOSPSTAYS | Number hospital stays | 5 | 57 | 80 | 83 | 4 | 50 | 86 | 78 |
| HOSPNIGHTS | Number nights in hospitals | 10 | 40 | 77 | 70 | 61 | 6 | 87 | 36 |
| NH | Overnight stay in nursing home | 25 | 75 | 67 | 94 | 13 | 64 | 78 | 82 |
| NHSTAYS | Nursing home stays | 26 | 76 | 67 | 94 | 10 | 57 | 77 | 78 |
| NHNIGHTS | Number nights in nursing homes | 18 | 70 | 70 | 89 | 13 | 61 | 80 | 80 |
| NHNOW | Nursing home at interview | 14 | 72 | 71 | 93 | 8 | 46 | 80 | 73 |
| DOC | Visited doctor | 63 | 89 | 40 | 85 | 52 | 85 | 52 | 88 |
| DOCVISITS | Number of doctor visits | 54 | 91 | 58 | 95 | 33 | 70 | 56 | 79 |
| HHC | Home health care | 18 | 71 | 84 | 94 | 2 | 52 | 90 | 84 |
| MEDS | Prescription drugs regularly | 22 | 40 | 90 | 73 | 23 | 41 | 92 | 75 |
| SURG | Outpatient surgery | 32 | 11 | 31 | 7 | 30 | 17 | 18 | 3 |
| DENT | Visited dentist | 84 | 33 | 75 | 14 | 27 | 11 | 55 | 35 |
| SHF | Visited special healthcare facility | 35 | 87 | 75 | 99 | 12 | 71 | 87 | 94 |

# A cross-national comparison of 12 biomarkers finds no universal biomarkers of aging among individuals aged 60 and older 
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#### Abstract

There is uncertainty about whether biological and anthropometric measures that are clinical risk factors for disease are universally associated with chronological age, or whether these correlations vary depending on the social and economic context. The answer to this question has implications for the malleability of biological aging. To examine this issue, we use population-based data on individuals aged 60 and older from the Costa Rican Study on Longevity and Healthy Aging, and temporally consistent data from the United States National Health and Nutrition Examination Survey and the United States Health and Retirement Study. Our analysis focuses on 12 biomarkers that have been shown in the literature to have an association with age, and that occur prior to the clinical manifestation of disease. We find that there are few consistent patterns of association with age when these biomarkers are stratified by gender, country, and level of education. This result suggests that these measures of biological aging are highly context-dependent, and that none of the 12 biomarkers we examined are universal biomarkers of aging. Future research that investigates composite measures of biological age should test newly proposed measures across gender, social class, and country.
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## 1 Introduction

While there are many definitions of biomarkers of aging, the following is widely used: "A biomarker of aging is a biological parameter of an organism that either alone or in some multivariate composite will, in the absence of disease, better predict functional capability at some late age than will chronological age" (Baker and Sprott 1988). This definition makes explicit a fundamental question in aging research: namely, are aging and disease separate entities, or is the former just a consequence of the latter? A primary motivation for studying biomarkers of aging is to determine whether we can characterize the aging process separately from disease. To support the identification of potential biomarkers of aging, Baker and Sprott described six characteristics of a biomarker of aging: (1) the rate of change of a biomarker must reflect some measureable parameter that can be predicted at a later chronological age; (2) the biomarker should reflect some basic biological process of aging, and not a predisposition to a disease state or some inborn error in metabolism; (3) the biomarker should have a high degree of reproducibility in cross-species comparisons of functional or physiological age and chronological age, particularly within the same classes, and certainly within the same families of species; (4) the biomarker should change independently with the passage of time, and reflect physiological (functional) age; (5) the assessment of the biomarker should be nonlethal in animal systems, and should cause minimal trauma in humans; and (6) the biomarker should be reproducible and measureable during a relatively short time interval. Meanwhile, the American Federation for Aging Research (AFAR) proposed four criteria for identifying a biomarker of aging: (1) the biomarker must predict a person's physiological, cognitive, and physical functioning in an age-related way; (2) the biomarker must monitor the basic process underlying aging, and not the effects of disease; (3) the biomarker must be testable and not harmful to subjects; and (4) the biomarker should work in laboratory animals as well as in humans (Johnson 2006).

While these criteria reflect a wide range of characteristics, in our analysis we will focus on the assessment of three of the most fundamental criteria: (1) the passage of time, (2) the underlying physiological process, and (3) reproducibility. The first and primary focus of our analysis is to assess whether the biomarker has some fundamental relationship with the passage of time in an individual's life; that is, with the individual's chronological age. In the definition of biomarkers of aging, this point is explicated in the requirement that the marker reflect the rate of aging. For example, the Baker and Sprott criteria stated that "biomarkers should change independently with the passage of time;" while the AFAR criteria stipulate that a biomarker should function in an "age-related way." This point was made even more explicitly in the 1987 National Institute of Aging primate study, which stated that the first step in defining a biomarker of aging is establishing that it has a "significant cross-sectional correlation with age" (Ingram, Nakamura, Smucny, Roth and Lane 2001). While chronological age is only one of many criteria, it is fundamental to the definition of a biomarker of aging. Our primary investigations
use conventional age, measured as the time elapsed since birth, as the metric. Most of the biomarker definitions and research on biomarkers have relied on this definition of age. However, a secondary focus of our analysis also uses the metric of thanatalogical age, or the time before death. As we are examining all individuals in the data in the years prior to their death, we use this metric to explore the question of whether biomarkers meet another criterion put forth by Butler: namely, that a biomarker of aging "should predict remaining longevity at an age when $90 \%$ of the population is still alive" (Butler et al. 2004).

The second criterion we consider in our analysis of the biomarkers of aging is the underlying physiological process. This criterion has been broadly described in the criteria outlined by Baker and Sprott as "some basic biological process of aging." We thus cast a narrower net than some other studies which examined any physiological parameter that had been measured, even if it had no clear connection to biological aging or pathobiology. We include only biomarkers that have a known function and that are related to illness. These criteria are also consistent with other expectations of biomarkers of aging, as defined by Arking: namely, that a biomarker of aging must "be crucial to the maintenance of health" and "be monitoring some basic, important process" (Arking 2006). Moreover, this approach is in line with the recent definition of a biomarker of aging issued by the American Federation for Aging Research, in which one of the criteria is that a biomarker of aging must "monitor the basic process underlying the aging process, not the effects of disease." The use of biologically well-characterized risk factors for disease gives us a higher degree of confidence that these are indeed risk factors of disease, and not the effects of disease - a certainty we lack when we look at many of the hypothesized biomarkers of aging that, for example, capture aspects of immune function. This is not to argue that these other factors are not potentially important as biomarkers of aging; rather, we are noting that we can be less certain that they are not consequences of the disease process. Based on these criteria, we included the following 12 potential biomarkers of aging in our analyses: systolic blood pressure, diastolic blood pressure, HbA1c, fasting glucose, C-reactive protein, HDL cholesterol, triglycerides, total cholesterol, urinary creatinine, body mass index (BMI), waist circumference, and leukocyte telomere length. All of these biomarkers have been investigated in prior studies of biomarkers of aging (Crimmins, Vasunilashorn, Kim and Alley 2008; Mather, Jorm, Parslow and Christensen 2011). Six of these factors (systolic blood pressure, diastolic blood pressure, total cholesterol, HDL cholesterol, HbA1c, and waist circumference) are components of the calculation of allostatic load, which has been proposed as a biomarker index of aging (Johnson 2006; Karlamangla, Singer, McEwen, Rowe and Seeman 2002; Seeman, McEwen, Rowe and Singer 2001), and has been shown to be associated with all-cause mortality (Karlamangla, Singer and Seeman 2006). A large number of scholars have also speculated about the use of leukocyte telomere length as a biomarker of aging (Boonekamp, Simons, Hemerik and Verhulst 2013; Der et al. 2012; Mather et al. 2011; Sanders and Newman 2013).

Third, we use a population-based approach to assess reproducibility; i.e., to examine whether each biomarker has a consistent relationship with age. In both early and more recent definitions of a biomarker of aging, the criteria of "high reproducibility in cross-species comparisons" (Baker and Sprott 1988) and "something that works in humans and in laboratory animals, such as mice" are mentioned. Rather than examine whether each biomarker is associated across species, we examine whether each biomarker is associated with age in a similar manner across humans who are exposed to different environments, both within a country and between countries. This approach complements much of the previous lab-based research on biomarkers of aging (Zahn et al. 2007) and non-human mammal-based approaches (Nadon 2006). In our examination, we explicitly apply this approach to humans, acknowledging that the wide range of environments in which humans live could affect the utility of biomarkers for measuring aging. Our approach is based on the theoretical concept of embodiment; i.e., that the environment in which humans live has profoundly important effects on their physiology (Krieger 2005). An indicator could still be considered a biomarker of aging even if the rate at which it deteriorates with age varies across environments; as long as the indicator worsens to some degree with age, we can consider it a "weakly universal" biomarker of aging. An indicator with a slope that does not differ across environments could be termed a "strongly universal" biomarker of aging. However, if in some environments the age slope of an indicator reverses to improve with age, we can reject that particular biomarker as a candidate for a universal biomarker of aging.

The primary purpose of this article is thus to describe how 12 potential biomarkers of aging are correlated with age, or with the number of years since birth. A secondary goal is to examine how the 12 potential biomarkers are correlated with thanatological age, or with the number of years until death. The first minimal criterion we will use to test whether each of these factors qualifies as a biomarker of aging is whether the physiological levels of the biomarker worsen with a greater number of years since birth. The second criterion we will use to test whether each of these biomarkers acts as a biomarker of aging is whether the correlation is consistent across sexes, countries, and levels of education. In proposing these criteria, which are based directly on definitions of biomarkers of aging, we wish to emphasize that they are necessary but not sufficient criteria for identifying biomarkers of aging. Our descriptive, population-based approach is intended to contribute to efforts to establish the validity and reliability of potential biomarkers of aging.

We also wish to note that work has been done to combine biomarkers into composite measures of biological aging. A study on a younger birth cohort in New Zealand used a combination of 18 biomarkers to characterize biological aging, including a majority of the clinical measures we examine here (Belsky et al. 2015). While this study showed that most of these biomarkers were associated with age, this research is somewhat limited because it examined the biomarkers at three ages only ( 26,32 , and 38 ), and because it is unclear whether findings from this population can be generalized to other contexts. Another study using data from the United

States from a wider age range has shown that many of the biological risk factors we examine are associated with age (Levine 2013). But as with the research for New Zealand, it is not clear whether these relationships hold across different contexts and levels of education, and whether the associations with age are non-linear. In our study, we extend these analyses to examine whether the individual measures have consistent relationships with age across country, gender, and social class.

## 2 Data and Methods

### 2.1 Study Samples

### 2.1.1 Costa Rica

The data on Costa Rica were drawn from the Costa Rican Study on Longevity and Healthy Aging (CRELES), a longitudinal, nationally representative, probabilistic sample of close to 3,000 adults aged 60 and older, with an over-sampling of older ages (Rosero Bixby, Fernandez and Dow 2010). The current study used data from the first wave of data collection, which took place mainly in 2005. The sample size varied depending on the biomarker, as described in the Table 1 note. The dates of each participant's birth and death were taken from the national registry databases using the participant's "cédula" number (the Costa Rican identification card number). A computerized death registry follow-up to establish the deaths of participants was accessed up to March 2014, at which point $60 \%$ of observations were survivors with between 5.6 and 9.4 years of follow-up. Because foreigners ( $3 \%$ of the sample) cannot be accurately followed in the death registry, they were excluded from the thanatological age analysis. For all analyses of the CRELES sample, we used data from two observations where available, and accounted for the clustered nature of this sample in calculating our standard errors for the regression models. The number of deaths used for the calculation of thanatological age was 1,214 . Because we were interested in using the exact rather than the predicted thanatological age, we used only individuals who were deceased in the thanatological age calculations. No upper age limit was placed on the Costa Rica sample.

### 2.1.2 United States

To maximize our sample sizes and range of biomarkers, the data we use for the United States have been drawn from two separate surveys. The first U.S. dataset is from the Health and Retirement Study (HRS). The HRS began in 1992 with a nationally representative sample of non-institutionalized US residents born in 1931-1941, and their spouses. The individuals in the original panel were surveyed every two years across broad categories of survey content, with special focuses on
income, work, assets, and self-reported physical health and functioning. To maintain the age $50+$ representative nature of the sample, supplemental sampling is used to recruit new samples. The Survey Research Center at the University of Michigan provided detailed documentation on the HRS sampling design and the selection and validation of health measures (Juster and Suzman 1995). We implemented our analytic models using the HRS Rand Files Version L (RAND 2011). Our HRS sample was taken from the samples used in 2006 and 2008, the years when the biomarker data were collected. In order to match the age distribution of the CRELES sample, we excluded from our HRS analytic sample individuals aged 59 and younger. The final analytic sample consisted of 5,870 men and 9,008 women. The number of deaths used for the calculation of thanatological age was 1,650 . These deaths were drawn from data linked to the U.S. National Death Index (Rogot et al. 1983). There is no upper age limit on the HRS population.

Data were also obtained from a separate survey with many additional biomarkers, the U.S. National Health and Nutrition Examination Survey (NHANES) 1999-2004. This survey covered non-institutionalized adults aged 60 and older ( $n=2411$ men, $n=3196$ women). This cross-sectional dataset is representative of the noninstitutionalized population of the United States. Because individuals aged 85 and older are top-coded to an age 85+ category, we excluded individuals aged 85 and older from this U.S. sample. Except for the measures shown as not collected in the HRS, which are displayed in descriptive Table 1, all of the analyses of the U.S. context included individuals from both the HRS and the NHANES. The number of deaths used for the calculation of thanatological age was 329 . These deaths were drawn from data linked to the U.S. National Death Index (Rogot et al. 1983)

### 2.2 Measures

Systolic and diastolic blood pressure were measured using the average readings over multiple measures per individual. Blood glucose was measured after fasting. Creatinine was measured from urine. BMI was calculated from weight and height measured at the time of each survey. Leukocyte telomere length was measured using the PCR-based method in all three samples (Cawthon 2002; Needham et al. 2013; Rehkopf et al. 2014). Further details on the measurement of each biomarker in each survey are described elsewhere (NCHS 1999; Rosero-Bixby and Dow 2012; Weinstein, Vaupel, Wachter and Weir 2008). Urinary creatinine, triglycerides, and glucose were not measured among the HRS participants. The following exclusions were made for biologically implausible values: $\mathrm{HbA} 1 \mathrm{c}>=$ $12 \%$, fasting glucose $>=400 \mathrm{mg} / \mathrm{dl}$, diastolic blood pressure $<=20 \mathrm{~mm} \mathrm{Hg}$, trigylcerides $>=700 \mathrm{mg} / \mathrm{dl}$, total cholesterol $>=400 \mathrm{mg} / \mathrm{dl}$, urinary creatinine $>=$ $400 \mathrm{mg} / \mathrm{dl}$, leukocyte telomere length t:s ratio $>6$, $\mathrm{BMI}>70 \mathrm{~kg} / \mathrm{m}^{2}$. We also excluded individuals with C-reactive protein levels $>=5 \mathrm{mg} / \mathrm{dl}$ because the intent of using this biomarker for aging is to capture systemic inflammation, rather than acute inflammatory response to infection (Ridker 2003; Steel and Whitehead 1994).

In order to compare individuals across social environments within each country by education, while taking into account the differences in the implications of education across countries, education was divided into three major categories in each country. For Costa Rica, educational attainment was categorized as follows: less than three years of education, between three and six years of education (elementary school comprises six grades), and at least one year of high school. For the United States, we used the following educational categories: less than high school, high school, and more than high school.

### 2.3 Statistical analysis

In order to account for the potential non-linear relationships between age and biomarkers, we fitted generalized additive models that allow for a multiple slope spline, but penalize for overfit with internal cross validation. Thus, a linear model is used if it offers the best fit for the data penalized by degrees of freedom (Wood 2006). Figures $1-6$ show a straight line if a linear model was the best fit for the data, or a curved line if a non-linear model was the best fit for the data. While the extent of the differences in the associations with age can be observed in these figures, we also fitted models with interaction terms that allow us to test statistically whether there are different associations between the biomarker and age by gender, place, and education.

Finally, we also fitted models that include all covariates in a generalized additive model to examine the overall variance in age that can be explained by all 12 biomarkers within each country context. Because there is no single slope that can be used to quantify the magnitude of the impact of each of the parameters in these models, we present the estimated degrees of freedom, the overall F-statistics, and the p-values that can be used to assess the relative strength of the association of the covariates within each model. A direct comparison of the test statistics across the models is not appropriate because the different sample sizes in each country will affect the sizes of the F-statistics and the p-values in the various models for associations of a similar magnitude. The models are run on the samples that had all covariates measured.

In order to avoid the bias caused by complete case analysis, we imputed missing observations for all variables using a nonparametric missing value imputation with Random Forest, implemented using the R package missForest (Stekhoven and Bühlmann 2012). This approach has several advantages relative to multiple imputation methods for missing data, including that it can be used with non-linear models. This method of imputing missing data has been shown to compare favorably with other missing data imputation approaches. In a validation test, the missForest algorithm was found to have the smallest prediction difference between the imputed and the non-missing datasets (Waljee et al. 2013).

Sample weights are used for all analyses. The weights range from zero to 4.61, with a mean of 1.0 within each sample, and an overall mean of 0.98 .

Table 1:
Quantiles of the distribution $\left(15^{\text {th }}, 50^{\text {th }}\right.$, and $\left.85^{\text {th }}\right)$ of biomarkers by study population

|  | CRELES |  |  | HRS |  |  | NHANES |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $15^{\text {th }}$ | $50^{\text {th }}$ | 85 ${ }^{\text {th }}$ | $15^{\text {th }}$ | $50^{\text {th }}$ | $85^{\text {th }}$ | $15^{\text {th }}$ | $50^{\text {th }}$ | 85 ${ }^{\text {th }}$ |
| Age | 62 | 69 | 79 | 65 | 72 | 83 | 62 | 69 | 78 |
| Systolic | 120 | 142 | 168 | 113 | 131 | 154 | 116 | 135 | 160 |
| Diastolic | 71 | 82 | 95 | 66 | 77 | 89 | 58 | 70 | 82 |
| HbAlc | 5.1 | 5.5 | 6.4 | 5.2 | 5.7 | 6.5 | 5.2 | 5.5 | 6.3 |
| Glucose | 81 | 94 | 128 | NA |  |  | 85 | 95 | 116 |
| CRP | 0.2 | 0.3 | 0.8 | 0.1 | 0.2 | 0.7 | 0.1 | 0.3 | 0.8 |
| HDL cholesterol | 31 | 42 | 56 | 37 | 52 | 70 | 37 | 51 | 70 |
| Triglycerides | 87 | 144 | 244 | NA |  |  | 85 | 138 | 233 |
| Total cholesterol | 168 | 211 | 263 | 155 | 193 | 244 | 170 | 209 | 251 |
| Creatinine | 30 | 56 | 115 | NA |  |  | 37 | 94 | 170 |
| BMI | 22 | 26 | 32 | 22 | 26 | 33 | 23 | 27 | 33 |
| Waist | 82 | 93 | 106 | 81 | 99 | 116 | 85 | 100 | 115 |
| Telomere length | 0.8 | 1.0 | 1.2 | 1.0 | 1.2 | 1.6 | 0.7 | 0.9 | 1.1 |

Note: NA indicates that this biomarker was not collected in the HRS sample. Systolic and diastolic blood pressure are $\mathrm{mm} \mathrm{Hg}, \mathrm{HbAlc}$ is percent, glucose is $\mathrm{mg} / \mathrm{dl}$, CRP is $\mathrm{mg} / \mathrm{dl}$, HDL cholesterol is $\mathrm{mg} / \mathrm{dl}$, triglycerides is $\mathrm{mg} / \mathrm{dl}$, total cholesterol is $\mathrm{mg} / \mathrm{dl}$, creatinine is $\mathrm{mg} / \mathrm{dl}$, BMI is $\mathrm{kg} / \mathrm{m}^{2}$, waist is cm , telomere length is $\mathrm{T} / \mathrm{S}$ ratio of leukocyte telomere length. The total sample sizes are as follows: 2,880 for CRELES, 13,634 for HRS, and 4,975 for NHANES. The sample sizes for each biomarker are as follows for CRELES, HRS, and NHANES, respectively: systolic ( $n=2309$, $n=12914, n=4290)$, diastolic ( $n=2309, n=12893, n=4199$ ), HbA1c ( $n=2295, n=13274, n=4277$ ), glucose $(n=2318, \mathrm{NA}, n=4194), \mathrm{CRP}(n=1264, n=6537, n=2569)$, HDL cholesterol $(n=2313, n=10904, n=2734)$, triglycerides ( $n=2315$, NA, $n=2091$ ), total cholesterol ( $n=2316, n=12662, n=4210$ ), creatinine ( $n=1131$, NA, $n=4336$ ), BMI $(n=2304, n=13633, n=4106)$, Waist ( $n=2178, n=6999, n=4039$ ), telomere length ( $n=1248, n=5946, n=1196$ ).

## 3 Results

Table 1 presents the $15^{\text {th }}, 50^{\text {th }}$, and $85^{\text {th }}$ percentiles of the distribution of age, and for each of the 12 biomarkers we examined stratified by each of the three datasets; namely, the CRELES sample from Costa Rica, and the NHANES and the HRS samples from the United States. The table note describes the overall sample size for each dataset and the available sample for each biomarker. The distribution of age differs slightly across datasets due to the nature of the age sampling in each of the surveys. In particular, we note that because the public-use NHANES data do not identify by age individuals aged 85 and older, these individuals were not included in our analysis. Because all of our analyses are examined relative to age, small differences in the age distribution do not affect our findings. It is also important to note that only around $15 \%$ of the samples consist of individuals aged 80 and older, which limits the potential for bias due to mortality selection in our samples.

While the overall biomarker levels differ slightly across the samples, they are generally in the same range. Levels of systolic and diastolic blood pressure were a
bit higher in the CRELES sample than in the HRS and NHANES samples. Urinary creatinine was higher in the NHANES sample, while waist circumference was lower in the CRELES sample.

Figure 1 shows the relationship between age and each of the 12 biomarkers in the pooled database that includes all three samples. The plots are based on associations using a generalized additive model that allows for a non-linear dependence between age and the biomarkers. The light gray areas show $95 \%$ confidence intervals of the model-based associations. We observe a strong relationship with age across all 12 of these measures, consistent with our a priori hypothesis and with the findings of other literature. For biomarkers that are associated with worse health, the direction of the association is not in all cases in the expected direction of higher biomarker levels at older ages. For eight of the 12 biomarkers - diastolic blood pressure, HbA1c, glucose, triglycerides, total cholesterol, BMI, creatinine, and waist circumference older age is associated with better values. Thus, of the measures that were chosen as biomarkers with important implications for health, the levels worsen with increasing age for only four. Of these four biomarkers that exhibit the expected trajectory with increasing age, two of these relationships generally worsen linearly with age (systolic blood pressure and HDL cholesterol), and two have a non-linear threshold relationship whereby the association with age is stronger after around age 75 (CRP and telomere length).

Figure 2 shows the same associations in the pooled samples, but now the associations are age-stratified by gender (the black line shows the associations among women, while the dark gray line shows the associations among men). When we look at the four biomarkers that have been shown to worsen with age in the overall population, we see that these relationships differ between men and women. While the relationship for systolic blood pressure holds in both genders, it is much stronger among women. The HDL cholesterol biomarker improves with age up to age 80 among women. For CRP, the relationship with age is strong among men only. For telomere length, the shortening of the telomere length with age is found among men only.

When we look at the factors that were not found to worsen with increasing age in the general population, we see that different associations emerge when the results are stratified by gender. For diastolic blood pressure, we find that levels increase with age among women aged 80 and older; for $\mathrm{HbA1c}$, we see that levels rise with age among men aged 75 and older; and for glucose, we find that levels increase among women aged 75 and older.

Figure 3 presents the same analyses as those displayed in Figure 2, but now additionally stratified by country. The black lines are for women, the dark gray lines are for men, the solid lines are for Costa Rica, and the dashed lines are for the United States. About half of the associations between age and biomarkers that we examine are consistent across genders and places. The relationship is most consistent for BMI, with levels of BMI declining with age across genders and countries. The relationships between triglycerides, total cholesterol, and waist circumference are also generally similar across these four groups. For both systolic and diastolic

Figure 1:
The association between age and biomarkers

blood pressure, the patterns are generally similar up until around the age of 80 . Thus, systolic blood pressure up to the age of 80 is the only biomarker of the 12 we examine that worsens with age across genders and country environments. The most clearly divergent patterns are observed for CRP among women, with the levels increasing with age in Costa Rica and decreasing with age in the U.S.; and for HDL cholesterol, with the levels decreasing with age in the United States and increasing with age in Costa Rica.

Figure 4 presents associations between biomarkers and age stratified by gender and level of education. The black lines are for women, the dark gray lines are for men, the solid lines are for individuals with lower levels of education, and the dashed lines are for individuals with higher levels of education. As in the previous models stratified by gender and education, we find that around half of the biomarkers had similar relationships with age across the four strata. Again, the relationships were

Figure 2:
The association between age and biomarkers by gender


Note: black line is for women, dark gray line is for men.
most similar for BMI, waist, triglycerides, and cholesterol; but in all of these cases the levels declined with age. Moreover, as in the models stratified by country, we see that systolic blood pressure increased with age up to around age 85 - the only portion of the age distribution for any variable that showed worse biomarker levels at higher ages.

The prior analyses were all focused on years of age, which is the standard metric for examining biomarkers of aging. However, other scholars have suggested that thanatological age may be a more relevant metric, because it specifically acknowledges that there is a great deal of life expectancy heterogeneity (Riffe 2015). As years of age from birth compares people with different cumulative insults at a given age, these universal slope comparisons can be difficult to interpret. Thanatological age, which measures years before death, represents a different

Figure 3:
The association between age and biomarkers by gender and country


Note: black lines are for women, dark gray lines are for men, solid lines are for Costa Rica, dashed lines are for the United States.
metric for comparing biomarker patterns with aging, while alternately standardizing average disease states. For these analyses, we operationalize thanatological age as years before actual death among our participants who died during the follow-up (rather than life expectancy, which can also be done). The results for the pooled samples are shown in Figure 5. When we compare these findings with the results presented in Figure 1, we see both similarities and differences. For eight of the 12 factors we examined, the biomarker associations with age from birth were similar to those with thanatological age (glucose, CRP, HDL cholesterol, triglycerides, cholesterol, creatinine, BMI, and waist circumference). For one other factor, $\mathrm{HbA1c}$, there was a negative association with age, but no association with thanatological age. For three other biomarkers - systolic blood pressure, diastolic blood pressure, and telomere length - the associations between age and thanatological age were in

Figure 4:
The association between age and biomarkers by gender and education


Note: black lines are for women, dark gray lines are for men, solid lines are for lower education, dashed lines are for higher education.
the opposite direction. In the years close to death, levels of systolic blood pressure were lower, but levels of diastolic blood pressure were higher and telomeres were longer. When we look at all 12 biomarkers in the aggregated overall population, we see that diastolic blood pressure, CRP, and HDL cholesterol were the only biomarkers that worsened as the number of years until death declined.

A feature worth noting in Figure 5 is that in half of the markers, the relationship with thanatological age is curvilinear: at about two to four years before death the slope of the association changes for diastolic blood pressure, HbA1c, fasting glucose, BMI, and telomere length. These changes in slope assume two general forms. In one form there is an association with age up until two to four years before death, but this association disappears in the two to four years immediately before death (diastolic blood pressure, HbA1c, and telomere length). In contrast, for

Figure 5:
The association between thanatological age and biomarkers

fasting glucose and BMI, a relationship with age is observed only in the two to four years immediately prior to death, during which levels of both of these biomarkers decrease.

In a final analysis of the relevance of thanatological age, we examine the relationship stratified by gender and level of education. We hypothesized that these thanatological relationships might be more closely aligned with biological aging than relationships with age from birth, because life expectancy differs considerably by both gender and level of education. In contrast to our hypothesis, we find that the heterogeneity of associations between population strata and thanatological age are similar, but not identical, to those with age since birth. For example, while we observe consistent associations for HDL cholesterol, CRP, BMI, and waist circumference with chronological age; we find more deleterious levels closer to death for HDL cholesterol and CRP.

Figure 6:
The association between thanatological age and biomarkers by gender and education


Note: black lines are for women, dark gray lines are for men, solid lines are for lower education, dashed lines are for higher education.

When we examine the curvilinear associations observed in the combined population, we see that most of these non-linear associations are found only within particular subgroups of the population, or not at all. For diastolic blood pressure, the threshold association is found primarily among women with lower levels of education. For HbA1c, fasting glucose, and telomere length, the threshold relationship is observed among those with lower levels of education; whereas an association with age is found only up until two to four years before death. When stratified by these four groups, the lower levels of BMI closer to death are fairly linear across thanatological ages. For urinary creatinine, the curvilinear relationship is found among men. For diastolic blood pressure, the strong relationship with age up until two to four years prior to death is observed among individuals with lower levels of education.

Table 2:
$P$-values for the interaction terms between age and gender, age and place, and age
and education

|  | Gender <br> p-value | Place <br> p-value | Education <br> p-value |
| :--- | ---: | ---: | :--- |
| Diastolic | $<0.001$ | $<0.001$ | $<0.001$ |
| Systolic | $<0.001$ | $<0.001$ | $<0.001$ |
| Total cholesterol | 0.277 | 0.911 | $<0.001$ |
| BMI | 0.158 | $<0.001$ | $<0.001$ |
| Telomere length | $<0.001$ | $<0.001$ | 0.002 |
| HbA1c | $<0.001$ | $<0.001$ | $<0.001$ |
| Creatinine | $<0.001$ | $<0.001$ | $<0.001$ |
| CRP | 0.587 | 0.661 | 0.804 |
| Triglycerides | $<0.001$ | $<0.001$ | 0.002 |
| Glucose | $<0.001$ | 0.035 | 0.115 |
| HDL cholesterol | 0.008 | $<0.001$ | $<0.001$ |
| Waist | 0.001 | $<0.001$ | 0.021 |

Note: P-values are from the interaction terms with age. All of the models also included controls for the other two factors that were not the interaction.

The previous descriptions are based on a visual assessment of the similarity of model-based estimates of the associations of biomarkers with age from birth and with age to death. Table 2 presents $p$-values of the interaction terms between age and gender, place, and education in order to test whether there are statistically significant differences in the association between biomarkers and age by gender, place, and education. The only two biomarkers for which no clear interaction with gender are found are for BMI, CRP, and total cholesterol. For all of the other biomarkers, the relationship between age differs markedly by gender. For place, only CRP and total cholesterol does not differ; all of the other interactions between place and age have p-values consistent with an interaction. For education, CRP and glucose do not differ. Overall, these differences are much more numerous than would be expected by chance.

Table 3 shows the strength of the non-linear relationships between all biomarkers and age based on the results of a single regression model for each country. The relative strength of the association, conditional on all of the other biomarkers in the model, could be assessed with the F-statistic within each model. Much more of the variance in age is explained in Costa Rica (59\%) than in the United States (28\%).

Tables 4 and 5 show the same relationships, but stratified by gender and level of education, respectively. The amount of variance explained is similar for women (34\%) and for men (29\%) (Table 4). More variance in age is explained for

Table 3:
Full model of biomarkers predicting age in Costa Rica and in the United States

|  | Costa Rica |  |  |  |  | United States |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | edf | F-stat | p-value |  | edf | F-stat | p-value |  |  |  |
| Diastolic | 8.8 | 40 | $<0.001$ |  | 7.4 | 8.4 | $<0.001$ |  |  |  |
| Systolic | 6.9 | 51 | $<0.001$ |  | 5.4 | 6.6 | $<0.001$ |  |  |  |
| Total Cholesterol | 1.6 | 0.6 | 0.54 |  | 7.2 | 8.3 | $<0.001$ |  |  |  |
| BMI | 8.7 | 63 | $<0.001$ |  | 3.7 | 4.7 | $<0.001$ |  |  |  |
| Telomere length | 8.7 | 110 | $<0.001$ |  | 8.9 | 9.0 | $<0.001$ |  |  |  |
| HbA1c | 5.2 | 6.2 | $<0.001$ |  | 6.8 | 7.9 | $<0.001$ |  |  |  |
| Creatinine | 3.0 | 9.4 | $<0.001$ |  | 7.7 | 8.5 | $<0.001$ |  |  |  |
| CRP | 7.8 | 15 | $<0.001$ |  | 3.2 | 4.0 | $<0.001$ |  |  |  |
| Triglycerides | 8.3 | 6.2 | $<0.001$ |  | 7.5 | 8.5 | $<0.001$ |  |  |  |
| Glucose | 8.0 | 6.8 | $<0.001$ |  | 8.5 | 8.9 | $<0.001$ |  |  |  |
| HDL cholesterol | 7.4 | 4.0 | $<0.001$ |  | 5.9 | 7.2 | $<0.001$ |  |  |  |
| Waist | 8.4 | 12 | $<0.001$ |  | 8.2 | 8.8 | $<0.001$ |  |  |  |
|  | R-sq.(adj) $=0.583$ |  | R-sq. (adj) $=0.273$ |  |  |  |  |  |  |  |
|  | Deviance explained $=59 \%$ |  |  |  |  |  |  |  |  | Deviance explained $=28 \%$ |

Note: edf is estimated degrees of freedom. Estimated degrees of freedom are based on penalized degrees of freedom from the spline model.
individuals with lower levels of education (38\%) than for individuals with higher levels of education (27\%).

## 4 Discussion

Our analyses examined how 12 potential biomarkers of aging are correlated with age in terms of both the number of years since birth and the number of years until death. The first minimal criterion we used to determine whether each of these biomarkers should be considered a universal biomarker of aging was a test of whether the biomarker was correlated with age; i.e., whether the physiological levels of the biomarker deteriorated with age. Out of the 12 biomarkers tested, only four met this criterion: namely, systolic blood pressure, C-reactive protein, HDL cholesterol, and telomere length. The second minimal criterion that we tested for each of these biomarkers was whether the sign of this correlation was consistent across genders, countries, and levels of education. None of the biomarkers we examined both worsened with age and were consistent across these groups. The results were similar when we examined both age since birth and thanatological age, although two factors met our minimal criteria using thanatological age: namely, CRP and HDL cholesterol. We therefore conclude that of the biological and anthropometric

Table 4:
Full model of biomarkers predicting age by gender

|  | Women |  |  |  |  | Men |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | edf | F-stat | p-value |  | edf | F-stat | p-value |  |
| Diastolic | 8.8 | 29 | $<0.001$ |  | 8.8 | 31 | $<0.001$ |  |
| Systolic | 8.3 | 63 | $<0.001$ |  | 6.5 | 43 | $<0.001$ |  |
| Total Cholesterol | 5.6 | 8.9 | $<0.001$ |  | 5.2 | 3.6 | 0.001 |  |
| BMI | 4.9 | 140 | $<0.001$ |  | 7.5 | 53 | $<0.001$ |  |
| Telomere length | 8.8 | 54 | $<0.001$ |  | 8.9 | 38 | $<0.001$ |  |
| HbA1c | 8.1 | 5.5 | $<0.001$ |  | 6.0 | 6.6 | $<0.001$ |  |
| Creatinine | 6.5 | 28 | $<0.001$ |  | 4.3 | 22 | $<0.001$ |  |
| CRP | 3.3 | 4.1 | 0.002 |  | 5.0 | 11 | $<0.001$ |  |
| Triglycerides | 5.7 | 8.5 | $<0.001$ |  | 6.6 | 12 | $<0.001$ |  |
| Glucose | 8.5 | 13 | $<0.001$ |  | 6.7 | 2.5 | 0.009 |  |
| HDL cholesterol | 7.1 | 9.3 | $<0.001$ |  | 7.8 | 7.0 | $<0.001$ |  |
| Waist | 8.48 | 21 | $<0.001$ |  | 5.2 | 13 | $<0.001$ |  |
|  | R-sq.(adj) $=0.335$ |  | R-sq.(adj) $=0.288$ |  |  |  |  |  |
|  | Deviance explained $=34 \%$ |  |  |  |  |  |  |  |
|  | Deviance explained $=29 \%$ |  |  |  |  |  |  |  |

Note: edf is estimated degrees of freedom. Estimated degrees of freedom are based on penalized degrees of freedom from the spline model.
measures that we examined here, and which have been shown to be associated with mortality, none fit our criteria for being considered a biomarker of aging; i.e., none of these measures were shown to both worsen with age and display consistency across genders, countries, and educational groups. The main contribution of our analysis is that it serves as a population-based demographic complement to research on biomarkers of aging conducted in individual-based physiological studies, animal studies, and in vitro studies. Our results suggest that it is critical to examine whether both individual and composite measures of aging are predictive of age, not just in the overall population, but in subsets of the population and in different countries.

Our analysis has several limitations. The most important of these limitations is that we were constrained in the number and in the types of biomarkers we were able to examine by data availability. While two of the three datasets (CRELES and HRS) were specifically focused on aging, the limited availability of other types of biomarkers in the HRS and the NHANES samples precluded their inclusion. This is an important limitation to consider when looking at our results in relation to the findings of other studies, as a number of factors - including IL-6, DHEA, and norepinephrine - that have been used in indices of biomarkers of aging (Gruenewald, Seeman, Ryff, Karlamangla and Singer 2006; Johnson 2006) could not be included in our analysis. Yet despite these drawbacks, an advantage of our selection of biomarkers is that each of these biomarkers clearly meets the criterion of being a

Table 5:
Full model of biomarkers predicting age by education

|  | Low education |  |  |  |  | High education |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | edf | F-stat | p-value |  | edf | F-stat | p-value |  |
| Diastolic | 8.8 | 38 | $<0.001$ |  | 5.5 | 51 | $<0.001$ |  |
| Systolic | 8.2 | 46 | $<0.001$ |  | 5.2 | 82 | $<0.001$ |  |
| Total Cholesterol | 4.9 | 4.4 | $<0.001$ |  | 6.0 | 6.0 | $<0.001$ |  |
| BMI | 5.2 | 110 | $<0.001$ |  | 6.7 | 57 | $<0.001$ |  |
| Telomere | 8.8 | 62 | $<0.001$ |  | 8.9 | 46 | $<0.001$ |  |
| HbA1c | 4.5 | 4.4 | $<0.001$ |  | 2.6 | 4.1 | 0.006 |  |
| Creatinine | 5.0 | 29 | $<0.001$ |  | 7.0 | 34 | $<0.001$ |  |
| CRP | 5.5 | 6.4 | $<0.001$ |  | 1.9 | 0.4 | 0.567 |  |
| Triglycerides | 4.5 | 16 | $<0.001$ |  | 8.1 | 4.0 | $<0.001$ |  |
| Glucose | 7.8 | 2.9 | 0.002 |  | 7.9 | 26 | $<0.001$ |  |
| HDL cholesterol | 4.9 | 5.4 | $<0.001$ |  | 5.3 | 6.9 | $<0.001$ |  |
| Waist | 8.1 | 11 | $<0.001$ |  | 7.8 | 15 | $<0.001$ |  |
|  | R-sq.(adj) $=0.375$ |  | R-sq.(adj) $=0.267$ |  |  |  |  |  |
|  | Deviance explained $=38 \%$ |  | Deviance explained $=27 \%$ |  |  |  |  |  |

Note: edf is estimated degrees of freedom. Estimated degrees of freedom are based on penalized degrees of freedom from the spline model.
precursor to chronic disease risk, rather than a consequence of disease. However, the question of whether biomarkers of aging need to be associated with mortality itself remains open. Opinions on this issue differ depending on which definition of biomarker of aging is being used. Another limitation of this analysis is that in our calculation of thanatological age, the range was limited by the amount of follow-up time. Thus, we were able to examine this relationship over a fairly short time span only; i.e., over a period of up to seven years. A further limitation is that we did not account for selection out of the sample due to mortality. The associations with age that we examined may have been affected by the possibility that individuals whose biomarker values worsened with age were more likely to die, and were therefore not represented in our samples. We note, however, that we were able to examine the extent to which this was occurring by fitting non-linear models, and did not observe any general patterns of weakening relationships with age. Nevertheless, it is important to keep in mind that our findings apply only to people aged 60 and older, and that the relationships among people under age 60 may be different, and highly relevant to identifying biomarkers of aging.

Our results appear to support some recent reports in the literature that cast doubt on the possibility of identifying universal biomarkers of aging (Johnson 2006). They are also in line with the findings of other studies indicating that demographic patterns of biomarkers may vary by country context. For example,
while a large number of studies have shown that HDL cholesterol is higher in women than men, more detailed analyses have shown that the size of this gender gap differs by country, with the gap being very large in some countries and almost undetectable in others (Davis et al. 1996). The conclusions of the current analysis are also similar to the findings of prior work showing that the associations between biomarkers and educational levels differ between the U.S. and Costa Rica (Rehkopf, Dow and Rosero-Bixby 2010). In some cases, it has been shown that relationships between biomarkers and factors such as age, gender, and socioeconomic position that appear to be consistent are actually context-dependent, or are not robust to examination when samples from other countries are used. Telomere length represents a particularly striking example of this context dependence. While it is one of the more consistent biomarkers we examined, we still found differences in the relationship with age by gender, and striking non-linear relationships with age, particularly among less educated women in the U.S. The reasons for these and other heterogeneous associations with age should be further investigated in future work.

While we did not find any specific biomarkers that consistently worsened with age across groups, we did find that in our overall models a substantial amount of variation in age was explained: i.e., more than $25 \%$, and up to nearly $60 \%$ in Costa Rica. This result is consistent with the observation made by a number of scholars that aggregated indexes of biomarkers may be useful for measuring aging (Der et al. 2012; Gruenewald et al. 2006). However, based on our analysis of changes in individual biomarkers with age, it appears that a relatively large portion of the explained variance is attributable to associations that may be in a direction that is the opposite of the one we expected. Of particular interest is our observation that the associations with thanatological age in the years immediately prior to death differed from the associations with age from birth, as this finding suggests that some of these biomarker relationships may be due to physiological changes that occurred close to death, and may thus have been caused by chronic disease processes. While the scope of our data limits our ability to speculate about this possibility, our findings provide further support for the claim that these factors should not be considered biomarkers of aging. More generally, additional study is needed to answer the question of why these associations exist, and to determine the extent to which these associations are attributable to selection out of the sample due to the deaths of individuals with relatively poor biomarker values, or to more intense medical management of diseases.

Our findings suggest that a number of factors that have been shown to be associated with mortality are not universal biomarkers of aging, especially if we use as our criteria for determining whether they are biomarkers of aging not just whether they are correlated with age, but whether they become more deleterious with age. In light of findings for other measures, such as functional status, grip strength, selfreported health, and walking speed, we may discover that measures that are less specific to a single physiological system are more useful than risk factors for chronic diseases for measuring the aging process.
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[^14]:    3 A detailed description of the EUROPOP2013 projections is forthcoming. A short description is available from Eurostat (2015) and European Commission (2014). Convergence is achieved in 2150.
    4 See www.ntaccounts.org and Lee and Mason (2011).

[^15]:    5 Throughout this paper, we refer interchangeably to the DDR (the number of people aged 65+ over the number of people in the age interval 20 to 64 ) as the simple DDR, the head-count DDR, the old-age DDR, and the traditional DDR.
    6 For Hungary, no data are available after age 80. The age-specific values for $90+$ ( $80+$ )-year-olds are derived as population-weighted means of the information available for each of the ages above 90 (80). As such, total transfers will be accurate for the population structure in the base year. To the extent that the population structure of the $90+$ population changes (i.e., in our projections), our measures become less accurate. Moreover, it is not clear in which direction the results are biased, as there is evidence that age-specific health care costs decline after the age of 90 (Martini et al. 2007). However, we believe that for two reasons, this will not affect our results materially. First, while the share of $90+$-year-olds in the population increases by 2040 , it is still small, ranging from $0.8 \%$ (Hungary) to $2 \%$ (Germany, Finland, and Spain). Second, this is only an issue if the structure of the population aged $90+$ changes markedly. For our group of countries, the share of the population aged $95+$ within the $90+$ population increases by 10 percentage points at most (Austria).

[^16]:    7 The demographic dependency ratio is often reported for other variations of the definition of the working-age population; i.e., for $15-60$-year-olds or $20-60$-year-olds. Changing the age cut-off makes no qualitative difference to the reported results.
    8 Under the standard assumption that immigrants are similar to natives in terms of educational composition, labour market participation, health, fertility, etc.

[^17]:    9 Results for healthy ageing in the 65 years scenario are also presented (see Appendix A), but they are not materially different. For most countries, the age group 55-65 is on the relatively flat slope of the transfer curve (see Figure 2).
    ${ }^{10}$ Shifting along a curve of remaining life expectancies yields qualitatively the same results as mortality.

[^18]:    11 This will require policy changes. If patients are required to pay for a portion of their doctors' visits, and healthy ageing means fewer health checkups, then the size of these co-payments will have to increase for the full savings associated with fewer doctors' visits to accrue to the government.

[^19]:    12 Labour market participation and employment rates are generally higher at the present time.

[^20]:    Source: EU-LFS, Eurostat.

[^21]:    13 This is not, of course, an innocent assumption (Sébastien 2011). However, exploring the extent to which relaxing this assumption would change the outcome is beyond the scope of this study (see Schou 2006; Hansen et al. 2013 and Ruist 2014).

[^22]:    ${ }^{14}$ Informally, we think of this as the average individual maintaining his or her labour market participation behaviour between ages 55 and 60 , paying taxes, and making health and pension contributions, but without any compensation in the form of higher pensions.
    15 The employment rate at age 55 is assumed to be the average over the (average) employment rates for the age groups 50-54 and 55-59.
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[^24]:    ${ }^{1}$ A focal response is an answer given to a question in which the respondent is asked about his or her beliefs regarding the probability of the occurrence of any given future event that corresponds to a probability equal to zero, one-half, or one (Hurd and McGarry 1995).
    2 In this paper, inconsistency occurs when the implied probability of surviving to age $y$ is lower or equal to the implied probability of surviving to age $x, x>y$.

[^25]:    3 For a detailed description of the HRS, refer to: Juster and Suzman (1995).

[^26]:    4 The present study uses the RAND version of the HRS: RAND HRS Data File Version "H" (http://hrsonline.isr.umich.edu/modules/meta/rand/index.html).

[^27]:    Note: Answers are defined as inconsistent when $\mathrm{P}(75)$ and $\mathrm{P}(85)$ satisfy $\mathrm{P}(75) \leq \mathrm{P}(85)$.
    Statistical Significance: Difference between the two sample proportions, including and excluding inconsistent answers.
    ${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05 ;{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).

[^28]:    Note: Answers are defined as inconsistent when $\mathrm{P}(75)$ and $\mathrm{P}(80)$ satisfy $\mathrm{P}(75) \leq \mathrm{P}(80)$.
    Statistical Significance: Difference between the two sample proportions, including and excluding inconsistent answers.
    ${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).

[^29]:    5 Figures A. 1 and A. 2 in the appendix show the gender- and race-specific prevalence of focal responses given in 2004 to the questions on subjective survival to ages 75 and 80 , respectively.
    ${ }^{6}$ Differentials in the focal and the inconsistent responses by birth cohorts, obesity status, and smoking behavior are quite small, and are not shown here.

[^30]:    7 This approach is different from those implemented in some previous studies. We use expectations associated with two ages as if they were influenced by a common assessment of mortality risks, rather than as two different expressions of different evaluations of the future.
    8 When the focal responses were equal to zero or one, we replaced the survival probabilities with 0.001 or 0.999 respectively.

    9 In the following we use the HRS observed mortality experiences as a benchmark for comparison. We include comparisons with functions and parameters computed from the U.S. life tables only in some tables and figures. Since, apart from sampling errors, the HRS mortality experiences reproduce the U.S. life tables quite well, the inclusion of all three set of estimates is somewhat redundant.
    10 All standard errors are estimated with corrections for clustering, since each individual contributes two observations corresponding to two subjective survival expectations.

[^31]:    11 The warning applies only if one is interested in contrasting objective and subjective life tables. It is unnecessary if one is investigating the nature of subjective appraisals by themselves.

[^32]:    Note: Estimates of the level and shape parameters of the Weibull and log-logistic functions. Consistent responses are those that satisfy $\mathrm{P}(75)>\mathrm{P}(85)$ ${ }^{\text {a }}$ Estimated from the life table constructed from the observed deaths and exposures from the HRS follow-up data.
    ${ }^{\mathrm{b}} \mathrm{T}$ : Target age ( 75 and 85 ). Estimated using the NLS fitting of the conditional subjective survival expectations $S_{x}(75)$ and $S_{x}(85)$
    ${ }^{\mathrm{c}}$ Robust standard errors adjusted for clusters of respondents.
    ${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).

[^33]:    Note: Pooled HRS 1992 and 2004 samples excluding inconsistent responses - Individuals aged 50-61. $N=18,976$, Clusters $=9,488$.

    Due to changes in the questions, the inconsistent responses for the 1992 HRS are those that satisfy $\mathrm{P}(75) \leq \mathrm{P}(85)$, and the inconsistent responses for the 2004 HRS those that satisfy $\mathrm{P}(75) \leq \mathrm{P}(80)$.
    ${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05 ;{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).

[^34]:    12 We thus follow standard practice in the estimation of hazard models.

[^35]:    13 Estimates of the parameters' standard errors are estimated using clustered corrections since each individual contributes two observations corresponding to the two conditional probabilities $\operatorname{Sx}(75)$ and $\operatorname{Sx}(85$ or 80$)$. Estimates were obtained from the restricted samples; that is, from the samples that excluded inconsistent answers but included focal answers.

[^36]:    14 The finding reported here is based on broad, coarse age groups. We chose this approach because we wanted to roughly follow the strategy employed in the extant literature, and not because it is the best strategy available. Thus, while it may be possible to explore different functional forms for age (discrete and continuous), such an approach could flounder because the estimation becomes increasingly fragile as the classification of age groups becomes more fine-grained.

[^37]:    15 The U.S. life table for the college-educated has a life expectancy at age 50 of about 31 years, whereas the life table for individuals with less than a high school education is about 28 years. From Table 10: the estimated difference in the mortality levels between those at the extremes of the education distribution is close to one. This implies a shift in mortality risks of about 0.0062 (see the appendix), which in turn translates into a differences in life expectancy at age 50 of about 1.4 years.

[^38]:    16 We define as a health shock a diagnosis of the presence of health conditions that were not present in prior waves, including heart disease, diabetes, cancer, lung diseases, and stroke.

[^39]:    Note: Estimates of the level and shape parameters of the Weibull and log-logistic functions. Consistent responses are those that satisfy $\mathrm{P}(75)>\mathrm{P}(85)$. ${ }^{\text {a }}$ Estimated from the life table constructed from the observed deaths and exposures in the HRS follow-up.
    ${ }^{\mathrm{b}} \mathrm{T}$ : target age (75 and 85). Estimated using the NLS fitting of the subjective conditional survival expectations $S_{x}(75)$ and $S_{x}(85)$.
    ${ }^{\text {C }}$ Robust standard errors adjusted for clusters of respondents.
    ${ }^{\dagger} \mathrm{p}<.1,{ }^{*} \mathrm{p}<.05,{ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$ (two-tailed tests).
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[^41]:    ${ }^{1}$ Lifespan is used throughout as a synonym for chronological age at death, or thanatological age at birth. These concepts are identical to the concept of length of life, which is not to be confused with life expectancy, or the mean length of life.
    2 The age structure of a birth cohort over time is proportional to the survivorship column of its life table, which is proportional to the stable age structure determined by the Lotka-Euler renewal model when the intrinsic growth rate is equal to zero.

[^42]:    3 The Health and Retirement Study is sponsored by the National Institute on Aging (grant number NIA U01AG009740) and is conducted by the University of Michigan.
    4 This repository includes the R code used to process data, as well as to generate results and figures: https://github.com/timriffe/ThanoEmpirical.

[^43]:    5 Own calculations based on UN data (United Nations, Department of Economic and Social Affairs, Population Division 2013). The modal ages at death for the 1915-1919 cohort are 80-81 for males and around 87 for females. These calculations are based on partially observed cohort mortality rates, $M(x)$ (Human Mortality Database 2015).

[^44]:    ${ }^{6}$ The pre-processing of variables is full of details that would clutter this paper. Rather than providing a lengthy and detailed appendix describing the case-by-case treatment of variables, we refer readers to the annotated code in the open repository.

[^45]:    7 Small biases in the survey only appear with respect to baseline characteristics that we do not consider. Attrition due to health conditions, such as mental impairment, is mostly mitigated due to the use of proxy respondents in such situations (Weir et al. 2011).
    8 Using the fitted model, surfaces are produced using the related loess prediction function, predict.loess(). The smoothing parameter, spar, is set to 0.7 for the results we present in the paper. All of the results were also produced using smoothing parameters of .5 and .9 , and we concluded that the specific choice of smoothness does not drive results. In order to preserve year units, the three predictor dimensions are not normalized.
    9 Note that smoothing over these three particular time dimensions is not an overidentification. Within a cohort, smoothing over thanatological age, chronological age, and completed lifespan would be an overidentification, a problem that is similar to the familiar APC problem. The full set of lifespan indices the demographer has to choose from are: birth cohort, death cohort, chronological age, thanatological age, complete lifespan, and period. Within this set of six lifespan dimensions, some combinations invoke overidentification, while others do not. For instance, it would be possible in this case to smooth over years lived, years left, and period, but birth cohorts are the more meaningful category for this study.

[^46]:    10 We do not have enough expertise to comment further on blood pressure, but instead only provide an interpretation of the surface presented.

[^47]:    11 Other work in progress treats this point in greater detail (van Raalte and Riffe 2016).
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